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Motivated by improving the performance of particle based Monte-Carlo simulations in the

transitional regime, Fokker-Planck kinetic models have been devised and studied as approxi-

mations of the Boltzmann collision operator. By generalizing the linear drift model, the cubic

Fokker-Planck (cubic-FP) and ellipsoidal Fokker-Planck (ES-FP) have been proposed, in order

to obtain the correct Prandtl number of 2/3 for a dilute monatomic gas. This study provides a

close comparison between bothmodels in lowMach and supersonic settings. While direct simu-

lation Monte-Carlo (DSMC) here serves as the benchmark, overall close performance between

cubic-FP, ES-FP and DSMC are observed. Furthermore, while the ES-FP out-performes the

cubic-FP model in the shock region of the supersonic flow around a cylinder, the latter shows

a better accuracy in the near continuum regime. It is argued that the reason behind these

discrepancies lies in the entropy law besides the transport properties.

Nomenclature

F = distribution function

Kn = Knudsen number

L = characteristic length, m

M = random variable associated with velocity

p = pressure, Pa

t = time, s

T = temperature, K

U = bulk velocity, m/s



U∞ = free stream velocity, m/s

V = sample velocity , m/s

X = random variable associated with position

α = accomodation coefficient

ρ = density, kg/m3

λ = mean free path, m

µ = viscosity, Pa·s

Φ = flow scalar variable

σ = differential cross section, m

σT = total cross section, m

τ = shear stress, Pa

ω = viscosity temperature exponent

ξ = standard normal variate

Superscripts

n = value which is evaluated at tn

* = post collision values

Subscripts

c = cell

coll = collision

I. Introduction

Flow phenomena in rarefied regimes often lead to breakdown of conventional hydrodynamics laws. In particular

the physics of gas flows subject to large Knudsen numbers which may arise in micro-nano geometrical scales or

reentry maneuvers can deviate significantly from the Navier-Stokes-Fourier (NSF) description. In order to circumvent

the closure assumptions underlying the NSF system, the notion of the molecular velocity distribution is relevant and

necessary. The Boltzmann equation then provides an accurate governing equation for the evolution of the distribution

function in the setting of dilute monatomic gases. While physically accurate description of the gas can be obtained

for the whole Knudsen number range, the computational complexity associated with the Boltzmann equation motives

alternative numerical schemes or even approximate physical models.

Among possible numerical methods addressing simulation of gas flows based on the Boltzmann equation, DSMC

approach is one of the most advanced and widely utilized ones. In fact, DSMC employs the notion of computational
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particles whose evolution mimics translation and collision steps equivalent to the Boltzmann equation [1]. It can be

shown that a converged DSMC solution is consistent with the solution of the Boltzmann equation [2]. It is important

to note that over its half a century evolution, DSMC has turned into a mature solution algorithm for rarefied gas flow

simulations which can accurately cope with complex physical settings, including chemical reactions, internal degrees of

freedom as well as mixtures (see e.g. [3–6]).

However two fundamental constraints can result to a poor computational efficiency of DSMC based simulations.

Since a stochastic version of the particle collisions are performed during each DSMC time step, the spatio-temporal

discretization should honour the collisional scales, in an average sense. Hence a time step size smaller than the local

mean collision time, and a cell size with a characteristic length below the local mean free path have to be chosen

[7]. Therefore, DSMC becomes quite stiff in flow scenarios where some portions of the flow experience locally small

Knudsen numbers. The second constraint comes from the Monte-Carlo nature of DSMC [8]. In general, the statistical

error associated with Monet-Carlo sampling of a certain macroscopic quantity, scales inversely with the square root of

number of particles, and proportional to the variance of the correponding microscopic variable. Therefore DSMC in its

conventional form, is subject to a large statistical error in e.g. low Mach conditions.

In order to address the near-continuum issue of DSMC, a Fokker-Planck approximation of the Boltzmann colli-

sion operator has been employed in the solution algorithm devised by Jenny et al. [9]. In fact, their approximation leads

to the Langevin process for describing the effect of discrete collisions among particles. This transformation of jump

process to an approximate diffusive one, leads to a significant computational gain. Since here the computational particles

evolve along continuous stochastic paths which are independent from each-other. Hence time steps and cell sizes

larger than the corresponding collisional ones can be utilized. However note that because in the Langevin description

considered in [9], only one time scale exists, a wrong Prandtl number of 3/2 is reproduced. In order to cope with that, a

polynomial expansion of the drift coefficient was considered in the follow up studies by Gorji et al. [10], leading to

the cubic FP model. More recently, motivated by the ellipsoidal BGK model, Mathiaud & Mieussens proposed an

anisotropic diffusion coefficient to devise a correct Prandtl number of 2/3 for the Fokker-Planck model [11]. While

both cubic-FP and ES-FP models lead to an Itô diffusion stochastic processes with correct transport properties in the

hydrodynamic limit, they differ in the structure of drift and diffusion coefficients and hence their performance should be

assessed with respect to each-other in some representative flow setups. This is the main theme of the present article

which includes the following contents.

First, some modeling aspects of the Fokker-Planck approximations are reviewed. Their theoretical differences

in terms of the entropy law and moment relaxation rates are discussed. Next in §III, an outline of the numerical schemes
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for particle Monte-Carlo simulations based on cubic-FP and ES-FP is presented. Section IV provides the problem

settings and model assumptions required for the simulations. In §V, numerical experiments for assessment of both

models are carried out. First, the results are shown for low Mach planar Couette and Fourier flows, where both models

perform close to the benchmark DSMC. Next, high Mach Couette flow simulations are conducted. Here compared to

ES-FP, a better agreement between cubic-FP and DSMC can be found in the near hydrodynamic regime which is linked

to the Prandtl number issue. Finally, the supersonic flow around a cylinder is studied. Here while DSMC and ES-FP

results show a close agreement in the shock region, a slight deviation of cubic-FP can be observed. It is discussed that

the main reason behind the deviation between two FP models, lies in the entropy law. The paper concludes with an

outlook for future works on development of more advanced FP based approximations.

II. Review of Fokker-Planck Approximations
For a monatomic gas, the statistical state of the gas is fully determined by the distribution function F (V, x, t) which is

proportional to the probability density f (V; x, t) of finding a particle with a velocity close to V, at position x and time t.

By convention, F = ρ f is considered with the gas density ρ = mn , molecular mass m and the number density n. In the

dilute limit, the Boltzmann equation provides the evolution of the velocity distribution according to

DF
Dt

=

SBoltz (F)︷                                                                           ︸︸                                                                           ︷
1
m

∫
R3

∫ 4π

0

(
F

(
V∗

)
F

(
V∗1

)
− F

(
V
)
F

(
V1

) )
gσ

(
θ, g

)
dθd3V1 (1)

with D(...)/Dt = ∂(...)/∂t+Vi∂(...)/∂xi+Gi∂(...)/∂Vi . Here the velocity pair (V∗1,V
∗) is the post collision state of the pair

(V1,V), σ is the differential cross section of the collision, θ the solid angle which provides the orientation of the post

collision relative velocity vector and g = |V − V1 |. Furthermore, G represents any external force normalized by the

molecular mass (see e.g. [12]).

In a normalized setting, it is easy to see that the right hand side of Eq.(1) i.e. the Boltzmann collision opera-

tor, becomes stiff for a small Knudsen number. As a result, numerical schemes based on the stochastic process underlying

the Boltzmann operator may become prohibitevly expensive in the hydrodynamic limit. However the structure of

the collision operator allows for approximations which can overcome this stiffness. First of all, note that since no

memory effect is present in the collision operator, the process described by the Boltzmann equation is a Markov process.

Moreover, since relaxation of all moments are continuous in time, a time continuous approximation of the collision

operator becomes attractive. The generic form of the continuous Markovian stochastic processes can be cast into the
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Fokker-Planck equation

SFP(F ) =
( ∂F
∂t

)
FP

= −
∂

∂Vi

(
AiF

)
+

1
2

∂2

∂Vi∂Vj

(
Di jF

)
, (2)

where the drift coefficient A and positive-definite diffusion D, may depend on V and moments of F . Notice that here

and henceforth, the Einstein summation convention is adopted.

Given the Fokker-Planck structure (2), the modeling task is to devise A and D, to ensure some consistency be-

tween the Fokker-Planck and the Botlzmann collision operator, in a sense that for a set of polynomial weights

Ψα ∈ {1,Vi,ViVj,ViVjVk, ...,Vi1 ...Vin }, the FP operator honours

∫
Rn

SFP(F )Ψαd3V =

∫
Rn

SBoltz(F )Ψαd3V. (3)

These consistencies normally include relaxation rates of non-equilibrium moments, besides conservation laws.

A. Linear Drift

The simplest relevant closure for the drift and diffusion, corresponds to the Langevin equation [9]

Ai = −
1
τ
(Vi −Ui) and (4)

Di j =
θ

τ
δi j (5)

where U is the bulk velocity and θ = kT/m, with T the temperature and k the Boltzmann constant. The time scale τ can

be set such that correct viscosity is obtained in the hydrodynamic limit. For a Maxwell type interaction law this time

scale then reads

τ =
2µ
p
. (6)

Here µ denotes the viscosity and p the ideal gas pressure. Note that the given closure results in consistency between the

two operators for moments associated with the weights ψ ∈ {1,Vi,ViVj}. Hence mass, momentum, energy and stresses

evolve consistently. Furthermore, it is important to notice that the Fokker-Planck operator with the closures (4)-(5),

admits the H-theorem for the functional

H( f ) =
∫
R3

f log f d3V, (7)
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see e.g. [13]. The rigouress form of the linear drift model comes with the price of inaccurate relaxation of the heat

fluxes and hence wrong Prandtl number of 3/2, which motivates the following generalizations.

B. Cubic Drift

Intuitively, stochastic forces exerted on a sample particle can be decomposed into a systematic part as the drift and a

pure random counterpart controlled by the diffusion. Hence it is natural to consider an expansion of the drift force

with respect to the sample variable V. Considering e.g. an expansion with respect to the Hermite basis results in a

polynomial series of the form

Ai = c(0)i + c(1)i j v
′
j + c(2)

i jk
v′jv
′
k + ... (8)

with v′i = Vi −Ui . Now by truncating this series with as many coefficients as required for matching the moments with

weights ψ ∈ {1,Vi,ViVj,ViVjVj}, leads us to the cubic drift model [10]

Ai = c(1)i j v
′
j + c(2)i

(
v′jv
′
j − 3θ

)
− ε2

(
v′iv
′
jv
′
j −

2qi
ρ

)
, (9)

where q is the heat flux. Here the macroscopic coefficients c(1)i j and c(2)i are found from a system of 9 × 9 linear

equations corresponding to the consistency between the Fokker-Planck and the Boltzmann operator for stresses and

heat fluxes (see [10] for details). Moreover, the inclusion of the cubic stabilizing term is necessary to prevent the

solution blow-up in finite time [14]. Note that the diffusion remains the same as Eq. (5) with the time scale given by Eq. (6).

The cubic FP model can be also extended for polyatomic gases by extending the stochastic processes for inter-

nal degrees of freedom [15]. Yet while the idea of drift expansion provides the freedom of controling relaxation of

moments as many as needed, it is not possible to prove an H-theorem for a general case. This provides a motivation to

come up with an alternative approach which considers anistropic diffusion coefficient.

C. Anisotropic Diffusion

The main idea behind the anistropic diffusion model comes from the fact that the diffusion tensor is responsible to assign

the equilibrium distribution to the particles, i.e. similar to the role of equilibrium distirbution in the BGK type models

[16]. Now in the linear drift model, i.e. closures (4) and (5), this assignment happens too abrupt without considering

the anistopy of the pressure tensor, resulting in a too large Prandtl number of 3/2. Thus by generalizing the diffusion in

a fashion similar to ES-BGK, some non-equilibrium part of the distribution can be taken into account. In particular,
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suppose

Pi j =

∫
R3

v′iv
′
jd

3V (10)

denotes the pressure tensor and λmax its largest eigenvalue. Now let

ν = max
(
−

5
4
,−

θ

λmax − θ

)
. (11)

Therefore, the diffusion coefficient in the ES-FP model reads

Di j = (1 − ν)θδi j + νPi j (12)

and the drift remains similar to the Langevin model, with the modifed time scale

τ =
2(1 − ν)µ

p
. (13)

Three points have be to be noticed here. First, the ES-FP model leads to correct relaxation of moments for the weights

ψ ∈ {1,Vi,ViVj} independent of λmax. Second, while the presented closure leads to the correct Prandtl number of 2/3 in

the Chapmann-Enskog hydrodynamic limit, the relaxation rate of the heat fluxes may not be correct (depending on

λmax). And finally, the ES-FP model admits the H-theorem [11]. Also notice that in the follow up study, an extension to

polyatomic gases with rotational energy levels was pursued [17].

III. Numerical Methods
The benefit of the FP type kinetic formulations lies on their continuous stochastic process structure. Let us again

consider (2), it is a classic result of stochastic methods that this equation describes the distribution of particles whose

space-velocity states i.e. (X(t),M(t)) evolve according to the system

dMi = Aidt + di jdWj (14)

dXi = Midt, (15)

where di jdjk = Di j , and dW is the standard three-dimensional Wiener process [18]. Now depending on the coefficients

A and D, different time integration schemes can be devised for numerical approximation of the particle evolution.

The general strategy is to assume that over each time step, the macroscopic coefficients are constant and hence only

dependency on the random variable M would be taken into account. Through this assumption, the integration can be
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done in an exact fashion for the linear drift and ES-FP models, whereas a mixed integration scheme can be obtained for

the cubic-FP model. Derivation of time integration schemes for linear-, cubic- and ES-FP models have been presented

in [9], [10] and [19], respectively. Therefore here only final results are reviewed.

Let the superscripts n and n + 1 denote the approximate values provided by the scheme at time steps tn and

tn+1 = tn + ∆t, respectively. The fluctuating part of the velocity reads M′ = M − U, with U being the bulk velocity.

Furthermore, ξ is a three-dimensional standard normal random variable.

A. Cubic Fokker-Planck Model

By adopting the time integration scheme devised in [20], the velocity-position update follows

Mn+1
i =

1
α

(
M
′n
i e−∆t/τ + (1 − e−∆t/τ)τNn

i +

√
θn(1 − e−2∆t/τ)ξi

)
+Un

i (16)

and Xn+1
i = Xn

i + Mn
i ∆t (17)

with the nonlinear contribution

Ni = c(1)i j M
′

j + c(2)i

(
M
′

jM
′

j − 3θ
)
− ε2

(
M
′

i M
′

jM
′

j −
2qi
ρ

)
(18)

which is integrated based on the Euler-Maruyama time integration, whereas the energy conservation is fulfilled by the

correction factor

α2 = 1 +
τ

3θ

(
τ(1 − e−∆t/τ)2〈Nn

i Nn
i 〉 + 2(e−∆t/τ − e−2∆t/τ)〈M

′n
i Nn

i 〉

)
(19)

with 〈...〉 being the expectation. Note that the time scale τ is based on (6).

B. Ellipsoidal Fokker-Planck Model

Since the drift and diffusion coefficients for the ES-FP model are still linear with respect to M, similar to the linear drift

model, an exact time integration can be devised (as carried out in [19]). Therefore the exact integration for the velocity

reads

Mn+1
i = M ′i

ne−∆t/τ + dn
ij

√
(1 − e−2∆t/τ)ξj +Un

i (20)

where ddT = D, the matrix D given in (12), and τ is given by (13). While a similar approach can be employed to derive

an exact joint evolution of the position X, for simplicity of the algorithm, we keep the position update similar to (17).
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C. Resolution Requirements

The main source of error in the described particle state updates comes through the assumption that the macroscopic

coeffcients (U, θ, ...) stay constant for a given ∆t and inside a given computational cell. It is then natural to link the

spatio-temporal resolution required by the Fokker-Planck type algorithms to some variational scales of the macroscopic

variables. A straight-forward approach was followed in [21], where the required spatial resolution was linked to the

macroscopic gradient length scales. Let Φ(x, t) be a scalar flow variable with Φj and (∂Φ/∂xi)j as its value and gradient

both estimated at the center of the computational cell j, respectively. Therefore the normalized length scale

∆
j
Φ
=

(
∂Φ

∂xi

) j ∆x j
i

Φj
(21)

should fulfill a certain upper bound

max
Φ

(
∆
(j)
Φ

)
< ∆max , Φ ∈ {T, p, ρ, |U |} (22)

in order to guarantee the accuracy of the FP update schemes.

IV. Physical Models and Simulation Cases
Before presenting simulation results, in this section the values of molecular parameters besides physical conditions

employed for the simulations are listed.

A. Physical Models

For all DSMC, cubic-FP and ES-FP simulations, the same physical models are employed for the argon flow with

properties given in Table 1. To keep the study focused, molecular collisions of DSMC are simulated using the

Maxwell molecular model with a reference temperature of 273 K. Note that future works will consider effects of more

realistic collision models. The viscosity temperature exponent, ω is 1.0, and reference diameter is 4.62×10−10 m.

No-Time-Counter (NTC) scheme of Bird [1] with near-neighbor algorithm is used to select DSMC collision pairs during

each time step. The diffusive surface reflection model with accommodation coefficient, α = 1 is used. All simulations

are performed on SPARTA [22]. Note that while DSMC algorithm is already available on SPARTA, the cubic-FP and

ES-FP solution algorithms were integrated by the authors into SPARTA.

Table 1 Physical properties of argon

Ar T0,K µ0, kg/(ms) ω α m, kg d,m

Maxwell 273 2.117e-5 1.0 2.1403 6.63e-26 4.62e-10

9



B. Simulation Cases

For the assessment of the cubic-FP and ES-FP methods, planar Fourier/Couette flows along with supersonic flow around

a cylinder are considered.

1. Subsonic Flow: Fourier/Couette

Standard Fourier-Couette flows inside an infinitely long channel are investigated for low Mach assessment of the models.

Hence the flow variables become only function of the spatial coordinate normal to the wall. Four different Kn = λ/L are

chosen, where L is the width of the channel and λ is calculated based on the hard sphere model [1], with details given in

Table 2. For the Couette scenario, the gas flow is driven by parallel motion of the walls. The walls are isothermal at

temperature Tw = 300 K and fully diffusive. The velocities are ±150 m/s for the left and the right wall, respectively. In

the Fourier flow, temperature of stationary walls reads 300 ± 50 K for the left and the right one, respectively. To keep

the statistical error small, an average of 60,000 particles were used per computational cell, whereas nc = 300 cells are

employed to capture the spatial gradients. The time step size is calculated based on a CFL criterion

∆t = 0.5
L

ncθw
, (23)

where θw is thermal speed computed for the wall condition.

Table 2 Flow conditions for Fourier/Couette setups

Kn∞ density, kg/m3 number density, /m3 mean free path, m

0.01 1.00e-3 1.51 × 1022 8.58 × 10−5

0.07 1.43e-4 2.16 × 1021 6.01 × 10−4

0.2 5.00e-5 7.54 × 1020 1.72 × 10−3

0.5 2.00e-5 3.02 × 1020 4.29 × 10−3

2. Supersonic Flow I: Couette

A more challenging scenario is realized by increasing the wall speeds of the Couette flow to ±750 m/s, while keeping

the walls temperatures at Tw = 273 K. Three high Mach Couette simulations were performed with the number densities

n = 1.29438× 1020 1/m3, n = 1.29438× 1019 1/m3 and n = 2.98261× 1018 1/m3, resulting in Kn ≈ 0.012, Kn ≈ 0.12

and Kn ≈ 0.5, respectively. The width of the channel is set to L = 1 m and is discretized into nc = 100 computational

cells. To limit the statistical and bias errors, each cell employs around 37,000 particles. Furthermore, the time step size

of ∆t = 3 × 10−6 s was used for all three cases.
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3. Supersonic Flow II: Cylinder

For the high Mach assessment, flow of argon over a 12 inch diameter cylinder at Mach 2 is investigated. The free stream

temperature assumed 200 K resulting in the free stream velocity 526.81 m/s. Surface of the cylinder is isothermal at

Tw = 500K . The free stream density, number density and mean free path are given in Table 3 with Knudsen numbers

calculated based on the free stream condition and the cylinder diameter, using the hard-sphere model for the mean free

path. Gas-surface interaction were modeled using the Maxwell model with full momentum and energy accommodation.

Fine uniform, coarse uniform and adaptive grid configurations are employed for simulations with details provided in

Table 6.

Table 3 Physical conditions of the supersonic flow around the cylinder

Kn∞ density, kg/m3 number density, /m3 mean free path, m

0.05 5.636 × 10−6 8.494 × 1019 1.241 × 10−2

V. Result and Discussion

A. Results

The simulation parameters for Fourier and Couette Flow are summarized in Table 4. Mean velocity and temperature

profiles are shown in Figs 1-2 for DSMC, cubic-FP, and ES-FP methods. While overall close agreement between all

three methods is achieved, we can observe differences between cubic-FP and ES-FP temperature profiles. In order

to understand this discrepancy in the absence of statistical errors, we consider the same setup at high Mach speeds.

The results for the temperature and velocity profiles of the high Mach Couette flow case are shown in Figs. 3 and

Table 4 Simulation parameters for Fourier/Couette flow

Kn Simulation cases Ncell Np,total Ncoll ∆t

0.01
DSMC 300 1.8e+7 2.89e+6 5.72e-8
cubic FP 300 1.8e+7 - 5.72e-8
ES FP 300 1.8e+7 - 5.72e-8

0.07
DSMC 300 1.8e+7 4.07e+5 5.72e-8
cubic FP 300 1.8e+7 - 5.72e-8
ES FP 300 1.8e+7 - 5.72e-8

0.2
DSMC 300 1.8e+7 1.44e+5 5.72e-8
cubic FP 300 1.8e+7 - 5.72e-8
ES FP 300 1.8e+7 - 5.72e-8

0.5
DSMC 300 1.8e+7 5.77e+4 5.72e-8
cubic FP 300 1.8e+7 - 5.72e-8
ES FP 300 1.8e+7 - 5.72e-8
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4, respectively. As expected, the overall agreement between the FP models and DSMC is worse compared with the

low Mach case. Although the cubic-FP model agrees well with DSMC results for Kn ≈ 0.012, the deviation from

DSMC for Kn ≈ 0.12 and Kn ≈ 0.5 becomes significant. By contrast, the ES-FP model shows better agreement in the

temperature profile with DSMC for higher Knudsen numbers and especially at Kn ≈ 0.5. In order to further investigate

the modeling errors associated with cubic-FP and ES-FP, the heat flux normal to the wall is extracted. Figure 5 shows

the normal heat flux at different Knudsen numbers. Here the cubic-FP model provides better agreements with DSMC at

all Knudsen numbers. The reason for under-performance of ES-FP seems to be that in the high Mach number scenario,

the necessary ν = −5/4 to guarantee the correct Prandtl number of 2/3 is violated; due to the requirement of a positive

definite diffusion matrix Di j as described in Eq. (11). Yet it is surprising to see that this deviation from correct Prandtl

number can lead to more accurate temperature profiles while missing the corresponding heat flux.

The supersonic simulation parameters are summarized in Table 5. Figures 6 and 7 provide comparisons between DSMC

and cubic-FP/ ES-FP methods based on the Mach and temperature contours . The contours can be compared visually

to verify the correspondence of the shock profile and the shock standoff distance. While overall good agreement is

observed between DSMC, cubic-FP and ES-FP results; ES-FP provides a slightly more accurate shock profile compared

to the cubic FP model. Also both cubic-FP and ES-FP performe less accurate in the wake region.

For a more detailed analysis, profiles are compared along the stagnation line, and on the lines inlined at 60◦

and 120◦ from the freestream direction. Again close agreements between all three methods is found.

Table 5 Simulation parameters for supersonic flow over a cylinder

Cases Simulation cases Ncell Np,total Ncoll ∆t

A-1 DSMC 180,000 8.9e+7 7.2e+6 3.51e-6
B-1 cubic FP 180,000 8.9e+7 - 3.51e-6
C-1 ES FP 180,000 8.9e+7 - 3.51e-6

B. Convergence analysis and computational cost

One of the main advantages of the FP based simulations compared to DSMC is that the former needs more relaxed

constraints related to the spatio-temporal resolution. This comes by the fact that the governing stochastic equations are

continuous in the FP approximation. In this section, dependency of the supersonic flow around a cylinder simulation

results on the spatial resolution of cubic-FP and ES-FP is investigated. Three different grid configurations i.e. fine,

coarse, and adaptive mesh are set up with the corresponding simulation parameters as summarized in Table 6. For
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both fine and coarse mesh, uniform grid configurations are employed. Profiles are compared along the stagnation

line, on lines inclined at 60◦ and 120◦ from the free-stream direction in Figure 9. One can see un-physically large

diffusive profiles for cubic-FP in comparison to ES-FP, while using the coarse grid. This can be explained by

noting that the numerical discretization applied to the latter is exact (for constant coefficients) while it is only first

order for the former. Therefore in order to exploit the efficiency of the cubic-FPwe have to be careful in adopting cell sizes.

The maximum normalized gradient of macroscopic values found from Eqs. 21 and 22 is analyzed for each grid

resolution [23] and an adaptive mesh was therefore employed for a design of an efficient grid configuration. As described

in Eq. 22, the cell refinement occurs when max
Φ

(
∆
(j)
Φ

)
is larger than ∆max. ∆max is set to be 0.05. We adopt a Cartesian

hierarchical grid with on the fly cell refinement. In each refinement process, one cell is divided into 9 sub-cells. As a

result of the refinement criterion, the cells near the shock and the boundary layer are refined leading to 12,000 extra

cells compared to the initial coarse mesh setup. As shown in Fig. 9, the results computed on the adaptive mesh are very

accurate compared to the converged fine mesh profiles.

Besides the accuracy, it is necessary to identify the corresponding computational costs of the considered meth-

ods. A rough analysis shows that the cost of cubic-FP and ES-FP should be close. In order to find the coefficients of the

former we require to solve a nine by nine linear system in each cell, while the latter requires the eigenvalue decomposition

of the pressure tensor besides computing square root of a three by three matrix, again in each cell. Since typically we

employ more than 50 particles per cell, the overhead cost of the mentioned computations is negligible. On the other

hand, DSMC computational cost scales both with number of particles and collisions. For the considered supersonic test

case, a rough cost measurement shows around one order of magnitude cost saving by using ES-FP/cubic-FP simulations

on the adaptive mesh, in comparison to DSMC on the fine mesh. Note that as expected, the cost of three methods

become very close while using fine mesh for all three. The reason is that in a fine enough resolution, the DSMC cost

also scales mainly with number of particles (number of collisions per cell per time step become much fewer than number

of particles). Therefore it is clear that in order to exploit the relaxed resolution constraint of the FP type approximations,

one has to devise and utilize adaptive grid configurations [21, 24].

C. Entropy Analysis

By close inspection of shock thicknesses in Figures 6 and 7, the cubic-FP model provides a slightly thicker shock profile

compared to DSMC and the ES-FP result. Since the main fundamental difference between the cubic-FP and ES-FP

models lie on the entropy production which is controlled by the diffusion coefficient, in the following we further analyze

the entropy production mechanism.
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Table 6 Simulation parameters

Cases Simulation cases Grid configuration Ncell Np,total ∆t

B-1 cubic FP Fine, Uniform 180,000 8.9e+7 3.51e-6
C-1 ES FP Fine, Uniform 180,000 8.9e+7 3.51e-6
B-2 cubic FP Coarse, Uniform 5,000 7.6e+5 1.41e-5
C-2 ES FP Coarse, Uniform 5,000 7.6e+5 1.41e-5
B-3 cubic FP Adaptive 16,936 3.0e+6 1.05e-5
C-3 ES FP Adaptive 16,776 3.0e+6 1.05e-5

Consider the Fokker-Planck equation (2), and the entropy functional S( f ) = −H( f ) defined based on (7). By

multiplying the former with log( f ), and taking integral over the velocity space we get

∂S
∂t

=

∫
R3

∂Ai

∂Vi
f d3V + Di j

Ii j ( f )︷                                ︸︸                                ︷∫
R3

f
∂

∂Vi
log f

∂

∂Vj
log f d3V, (24)

where I(f) is a semi-positive definite matrix known as the Fisher information. Furthermore, by approximating the drift

coefficient with its linear Langevin form, the production reduces to

∂S
∂t

≈ −
3
τ
+ Di j Ii j( f ). (25)

From the equation above, one can clearly see the link between the diffusion coefficient D and the entropy production rate.

Therefore in order to better understand the reason behind discrepancy between the cubic-FP and ES-FP models, Fig.10

shows det(D), in the supersonic setup. We observe that the ES-FP model produces much larger values for determinant

of the diffusion coefficient, resulting in larger entropy production rate with respect to the cubic model (assuming same

linear drift for both systems). Hence, we can further anticipate that the cubic FP model might fall short in honouring the

H-theorem close to the shock regions. One of the solutions to fix this issue was considered in [25], where a cubic FP

model consistent entropy law was proposed. However, investigating the mentioned model is beyond the scope of this

study and we leave the corresponding analysis for future works.
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VI. Concluding Remarks
Computational studies of rarefied gas flows in the transitional regime continue to be a challenging area. While DSMC

has evolved to a powerful and robust methodology for such flows, its computational cost for low Knudsen flows can

hinder efficient simulations for rarefied gas flows with large range of Knudsen number variations. One way to cope with

this defficiency is provided by adopting the Fokker-Planck approximation of the Boltzmann equation as a stochastic

particle model to fill the gap between the hydrodynamic limit and high Knudsen regime. Two main modeling ideas based

on cubic-FP and ES-FP models were reviewed and further numerically studied in this work. Overall close agreements

between both models together with DSMC could be observed. Yet better accuracy of the ES-FP model over the shock

regions in the supersonic flow was found. On the other hand, the cubic-FP model showed a better performance in the

near continuum regime, which is useful for hybrid FP-DSMC solution algorithms [26]. It is argued that the better

performance of the ES-FP model in the shock region lies in the H-theorem while more accurate description of the

cubic-FP model near the continuum is attributed to the correct Prandtl number. Hence as the main conclusion of this

study, it turns out that both H-theorem and recovering correct Prandtl number are crucial for accurate predictions. In

future studies we further focus on investigating the role of entropy production on the performance of FP models in high

Mach flows. Besdies, comparisons for realistic molecular potentials and polyatomic gases will be pursued.
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Figure 1 Mean velocity in Couette flow. Comparison is made between DSMC, cubic-FP and ES-FP results for
Kn ∈ {0.01, 0.07, 0.2, 0.5}.
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Figure 2 Temperature in (a) Couette flow (b) Fourier flow. Comparison is made between DSMC, cubic-FP and
ES-FP results for Kn ∈ {0.01, 0.07, 0.2, 0.5}.
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ES-FP results for Kn ∈ {0.012, 0.12, 0.5}.
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Figure 4 Temperature profiles of supersonic Couette flow ((a) Kn ≈ 0.012, (b) Kn ≈ 0.12 & (c) Kn ≈ 0.5) using
DSMC, cubic-FP and ES-FP.
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Figure 5 Heat-flux profiles normal to the wall (magnification of dashed regions) of supersonic Couette flow ((a)
Kn ≈ 0.012, (b) Kn ≈ 0.12 & (c) Kn ≈ 0.5) using DSMC, cubic-FP and ES-FP.
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(a) Number density, /m3 (b) Velocity, m/s

(c) Mach number (d) Temperature, K

Figure 6 Mach and temperature contours for supersonic flow around the cylinder at Kn = 0.05 and Ma = 2,
using DSMC and cubic-FP results.
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(a) Number density, /m3 (b) Velocity, m/s

(c) Mach number (d) Temperature, K

Figure 7 Mach and temperature contours for supersonic flow around the cylinder at Kn = 0.05 and Ma = 2,
using DSMC and ES-FP results.
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(a) Profiles of Velocity and number density along the stagnation line.
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(b) Profiles of Mach number and temperature along the stagnation line.
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(c) Profiles of Velocity and number density along an extraction line inclined
at 60◦.
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(d) Profiles of Mach number and temperature along an extraction line
inclined at 60◦.
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(e) Profiles of Velocity and number density along an extraction line inclined
at 120◦.
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(f) Profiles of Mach number and temperature along an extraction line
inclined at 120◦.

Figure 8 Flow variables for supersonic flow around the cylinder using DSMC, cubic-FP and ES-FP results.
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Figure 9 Flow variables for supersonic flow around the cylinder using DSMC, cubic-FP and ES-FP results.
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Figure 10 Determinant of the diffusion coefficient, Di j
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