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Modelization of a Split in a Ferromagnetic Body
by an Equivalent Boundary Condition: Part I.

THE CLASSICAL CASE: NO SURFACE ENERGIES PRESENT.
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Abstract. We study the influence of a thin split over the dynamic evolution of a
ferromagnetic body. A naive numerical simulation would require a huge number of
cells to model the split. To avoid this problem, we introducean equivalent boundary
condition which is obtained by a Taylor expansion in the thickness of the split. We
prove the existence of solution to this new problem and then rigorously establish the
convergence of the expansion.

Introduction and notations

Ferromagnetism has been studied since antiquity. Nowadays, ferromagnetic materials are
widely used in the industry1. Optimizing their form is important, as it strongly influences the
magnetic behavior. Among the possible configurations, thin-layers2 and multi-layers are the
focus of recent research.

Ferromagnetic bodies may suffer from imperfections such asthin inclusions made of ma-
terials with different magnetic properties. Such imperfections strongly alter their behavior. It
is important to estimate this alteration to either optimizethe form or to compute the maximum
tolerance for the fabrication of an object. Such an evaluation can be done via a numerical
simulation. However, the thin imperfections are difficult to model as their thickness is typ-
ically an order of magnitude less than that of the size of the mesh. Using irregular meshes
is unsuitable because it hampers the performance of the evaluation of the demagnetization
field via Fast Fourier transform and multidimensional Toeplitz matrices, see S. Labbé and
P. Leca [12] or S. Labbé [11]. Decreasing the step-size to match the thickness of the imper-
fections would prohibitively increase the computation requirements. The aim of this article
is to provide an efficient mean of computing the influence of the thickness of the split. To
compute the evolution of the magnetization, we will expand the magnetization up to the first
order in the thickness of the split. Then, we will derive fromthis expansion an equivalent
boundary condition.

In this article, we consider a simple geometry : two cylindrical ferromagnetic bodies,
Figure 1, separated by a thin non-magnetic plane spacer witha small but nonzero thickness.
As we may later want to extend the theory to more general geometries, we should avoid, to
the maximum possible extent methods depending too stronglyon this geometry. Especially,
we try to avoid scaling methods. The study of the influence of interactions able to cross the
split, such as super-exchange or surface anisotropy3 to part II [21] of this article.

1Among applications of ferromagnetism, we find hard disk, radar protection.
2See [3], [14] for some results.
3Interested readers may consult [13], [14], and [10], for an introduction to this phenomenon, and [22] for

the proof of existence of solutions.
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Figure 1: The considered domains

The following notations will be used.

ε the half thickness of the split.

B a bounded convex open set ofR
2, with a smooth boundary.

L+, L− two nonzero positive numbers.

Ω+
ε = B× (ε, L+) andΩ−

ε = B× (−L−,−ε) for all ε < min(L−, L+)/2 are domains
filled with ferromagnetic material.

Ω+ = B × (0, L+) andΩ− = B × (−L−, 0).

Ω = Ω+ ∪ Ω− andΩε = Ω+
ε ∪ Ω−

ε for all ε < min(L−, L+)/2.

Iε = (−L−,−ε) ∪ (ε, L+).

Qε
T = Ωε × (0, T ) for all ε < min(L−, L+)/2 andQT = Ω× (0, T ).

Γ = B × {±0}.

Iε = B × (−ε, ε).
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Figure 2: Initial domain and approximate domain

In this simple case, we want to make the simulation overΩ instead ofΩε using an approxi-
mate model.

First we introduce in section 1 the micro-magnetic model of Brown [4]. Then, we intro-
duce our original model and its formal expansion up to the first order in section 2. We obtain
formally the equations satisfied by the terms of order0 and1 and in particular the equivalent
boundary condition. Then, we prove, using Galerkin’s method, the existence and unique-
ness of strong solutions to these equations in section 2.3. The convergence is established in
section 3. Eventually, we supply some numerical simulations in section 4.
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1 The mathematical model

1.1 Some qualitative properties of ferromagnetic materials

The micro-magnetic theory4 models magnetism at the mesoscopic scale where physical val-
ues are mean values over small domains occupied by several millions of atoms. The magnetic
state of a ferromagnetic body is given by its magnetization denoted byM , a vector field null
outside the body. The magnetic excitation, denoted byH, characterize the magnetic state of
a point in the space. Typically,H is the sum of an applied exteriorHapp and a field created
by the magnetizationH = H(M). The most common form of contributions toH(M) are
given in section 1.2. Another relation betweenH andM models the influence ofH onM .
For some materials, this relation is linearM = χH, which happens in paramagnetic,χ > 0,
and diamagnetic,χ < 0, materials. In contrast, ferromagnetic materials can havea nonzero
magnetization even in absence of any exterior excitation. They also have an hysteresis cy-
cle. Moreover, the resulting magnetization and thus the magnetic radiation of ferromagnetic
materials is some order of magnitude larger than those of para- or dia-magnetic materials.
This behavior can only be explained by quantum mechanics.M being a local mean of the
spins of electrons. Recall forces ensure that the spin of neighboring electrons are parallel
enough for the magnetization to exist at the mesoscopic scale. Inside the ferromagnetic body,
the modulus of the magnetization has a constant local normMs inside and is null outside.
The evolution ofM is modeled by the Landau-Lifshitz equation [16] and equation (1.5a).
Hereafter, we denote bym the dimensionless variable5 m =M/Ms with local norm1, and
the dimensionless excitationh =H/(µ0 ∗Ms), whereµ0 is the magnetic permeability.

1.2 Energies and associated operators

To study ferromagnetic materials, Brown [4] introduced the internal energies of ferromag-
netism. These energies allow a complete study of the static problem. The equilibrium states
are local minima of the energy among the magnetic states verifying the non-convex con-
straint (1.6a).

To each interaction, we associate both an energy and a symmetric operator. We use the
following notations

• Ep, the energy associated to a contributionp.

• Hp the operator associated toEp by

Ep(0) = 0, DEp(m) · v = −

∫
Hp(m) · vdx. (1.1)

• hp = Hp(m) the magnetic excitation associated to interactionp.

We model only the exchange, anisotropy and demagnetizationfield interactions. Their ex-
pressions are

He(m) = A△m exchange,
Ha(m) = −Km anisotropy,

Hd(m) = hd verifying

{
div(m+ hd) = 0,

rot(hd) = 0,
demagnetization field,

(1.2)

4For an introduction to micromagnetism, see Brown [4].
5See [11] for an explanation on the relation between physicaland dimensionless variables.
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whereK is a smooth application fromO to the set of definite positive symmetric matrices
satisfying a uniform coercivity property. A common form of anisotropy is the uniaxis one,
Km = K(m− (m ·u)u) whereu is the privileged direction of magnetization andK isthe
anisotropy constant. The expressions of the energies are

Ee(m) = A
2

∫
O
|∇m|2dx exchange,

Ea(m) = 1
2

∫
O
(Km) ·mdx anisotropy,

Ed(m) = 1
2

∫
R3|Hd(m)|2dx,

= −1
2

∫
O
m · Hd(m)dx demagnetization field,

(1.3)

whereO represents a generic open bounded subset ofR
3. We keep this notation in this

article. We also define the total excitation and energy operator

H = Ha +He +Hd, E = Ea + Ee + Ed. (1.4)

1.3 The dynamic model: theLandau-Lifshitz equation

The Landau-Lifshitz equation models the evolution of the magnetization [16].

∂m

∂t
= −m×H(m)− α(m× (m×H(m))) in O × (0, T ), (1.5a)

with Neumann homogenous boundary condition

∂m

∂ν
= 0 on∂O × (0, T ), (1.5b)

and initial condition

m(·, 0) =m0 in O, (1.5c)

and the constraints

|m| = 1 in O × (0, T ), m = 0 in (R3 \ O)× (0, T ).

Multiplying scalarly equation (1.5b) bym orH(m) yields

d|m|2

dt
= 0, (1.6a)

d

dt
(E(m)) = −α‖m×H(m)‖2

L2(O). (1.6b)

Formally, the local norm remains constant and the energy decreases over time, which is in
accordance with the qualitative model and the physical observations.

2 The limit problem

In this article,Lp(O) = (Lp(O))3. We also denote byWs,p(O) the Sobolev spaces as defined
in Adams [1].
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Definition 2.1. Let O ⊂ R
n be an open set. Lets ≥ 0 and1 ≤ p ≤ +∞. Then, ifs is an

integer,s = m, Wm,p(O) is the space whose derivatives of order up tom are inLp(O) and

‖u‖Wm,p(O) =
∑

|α|≤m

‖Dαu‖Lp(O).

Otherwise, ifs = m+σ with m an integer and0 < σ < 1,Ws,p(O) is the subset ofWm,p(O)
for which the following quantity is finite

‖u‖Ws,p(O) = ‖u‖Wm,p(O) +


∑

|α|=m

∫

O

∫

O

|Dαu(x)−Dαu(y)|

|x− y|n+σp
dxdy




1
p

We defineWs,p(O) = (Ws,p)3(O). We denote byHs(O) the Sobolev spaceWs,2(O) and
defineHs(O) as(Hs(O))3. Fors > 3

2
, we define

H̃s(O) =

{
u ∈ Hs(O),

∂u

∂ν
= 0

}
(2.1)

andH̃(O) as(H̃(O))3. We also define anisotropic Sobolev spaces

Hr,s(B × (0, T )) = Hs(0, T ; L2(B)) ∩ L2(0, T ; Hr(B)), (2.2)

H
r,s(B × (0, T )) = (Hr,s(B × (0, T )))3 = Hs(0, T ;L2(B)) ∩ L2(0, T ;Hr(B)). (2.3)

By 1̃O we denote the characteristic function of the setO.

2.1 The physical problem

We compare the solutions to Landau-Lifshitz system (1.5) with different ferromagnetic do-
mains,Ω or Ωε. We search the solutions in the Sobolev spacesH

s(O). First, for ε > 0

we consider a sequence of initial conditionsmε,(0)
0 belonging toH̃2(Ωε), |m

ε,(0)
0 | = 1. We

suppose that there existsm(0)
0 in H̃

2(Ω), andm(1)
0 in H

1(Ω) such that

‖m
(0)
0 −m

ε,(0)
0 ‖H2(Ωε) = O(1), ‖m

(0)
0 −m

ε,(0)
0 ‖H1(Ωε) = O(ε), (2.4a)

m
(0),ε
0 −m

(0)
0

ε
→ u1

|Ωε0
=m

(1)
0 weakly inH1(Ωε0) for all ε0 > 0. (2.4b)

For all ε > 0, we definemε,(0) as the solution to the Landau-Lifshitz equation overΩε with
initial conditionmε,(0)

0 . We also definem(0) as the solution to the Landau-Lifshitz equation
overΩ with initial conditionm(0)

0 . These solutions exist by Theorem 3.4 in [22].

Remark2.2. The construction of such operators must be done for each geometry on a case
by case basis. For our simple geometry, a scaling construction works. For example, we may
use

(x, y, z, t) 7→

{
ζ(z)m

(0)
0 (x, y, ε+ L+−ε

L+ z, t) onΩ+
ε ,

ζ(z)m
(0)
0 (x, y,−ε+ L−−ε

L−
z, t) onΩ−

ε ,

whereζ is a smooth real function with a compact support included in(−L−, L+) and value
1 in (−L−/2, L+/2).
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2.2 Expansion up to the first order

We developmε,(0) up to the first order inε. Formallymε,(0) = χB×Iεm
(0) + εm(1). Thus, if

we develop (1.5a) and isolate terms of order0 and1 in ε, we obtain

∂m(0)

∂t
= −m(0) ×H(m(0))− αm(0) × (m(0) ×H(m(0))), (2.5a)

|m(0)| = 1 in Ω× (0, T ), (2.5b)

∂m(0)

∂ν
= 0 on∂Ω× (0, T ), (2.5c)

m(0)(·, 0) =m
(0)
0 . (2.5d)

And

∂m(1)

∂t
= −m(1) ×H(m(0))−m(0) ×H(m(1))− αm(1) × (m(0) ×H(m(0)))

− αm(0) × (m(1) ×H(m(0)))− αm(0) × (m(0) ×H(m(1)))

(2.6a)

m(0) ·m(1) = 0, (2.6b)

∂m(1)

∂ν
=





∂2
m

0

∂ν2 onΓ+ × (0, T ),
∂2

m
0

∂ν2 onΓ− × (0, T ),

0 on (∂Ω \ Γ)× (0, T ),

(2.6c)

m(1)(·, 0) =m
(1)
0 , (2.6d)

whereν is the normal exterior on the boundary. In equation (2.6a), we denote bydσ(Γ)) the
surface measure ofΓ, γ0v is inH

1
2 (Γ) andγ0vdσ(Γ) is inH

− 1
2 (Γ). Formally,Hd(γ

0vdσ(Γ))

is the limit of 1
ε
Hd(1̃B×(−ε,ε)m

(0)) asε tends to0. The limit will be justified by Lemma 2.11.
Equality (2.6c) is formally derived from

0 ≈
∂(m(0) + εm(1))

∂z
(, ·, ·, ε, ·) ≈ ε

(
∂2m(0)

∂z2
+

∂m(1)

∂z
(·, ·, 0, ·)

)
,

wherez is the third variable of space.

2.3 Existence and uniqueness theorems

2.3.1 Inequalities on cylindrical domains and miscellaneous results

We recall some inequalities needed to prove the theorems. Insome cases, we prove thatΩ
andΩε are sufficiently smooth for such inequalities to hold. It is sufficient to verify these
inequalities in each connected part, thus in domains of the kind B × (0, L). In this part, we
denote byO the setB × (0, L) whereB is an open convex bounded set ofR

2 with a smooth
boundary.

Lemma 2.3(Elliptic Regularity). Let v ∈ H1
△(O) =

{
v ∈ L2(O) | △v ∈ L2(O), ∂v

∂ν
= 0
}

,
thenv belongs toH2(O), and there exists a constantC not depending onO such that

‖v‖H2(O) ≤ C(‖v‖L2(O) + ‖△v‖L2(O)),

for all v in H2(O).
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PROOF : O is convex. Elliptic regularity holds for all convex domain with a constant
independent of the open set. See [9]. �

Lemma 2.4 (Sobolev injections). Sobolev embeddings hold for domainO. The constants
can be chosen independent ofL as long asL > L0 > 0.

PROOF : Those domains verify the cone property, i.e. there exists afixed coneC such
that, for all pointx in O, there exists a rotationR with x + RC ⊂ O. Therefore Sobolev
embeddings hold. See Adams [1], Theorem 5.4. �

Lemma 2.5(Gagliardo-Nirenberg). There existsC > 0 such that

‖∇v‖L4(O) ≤ C‖v‖
1
2

L∞(O)‖v‖
1
2

H2(O),

for all v in H2(O). Moreover, the constant remains bounded as long asL > L0 > 0.

PROOF : Those domains verify the cone property and therefore Gagliardo-Nirenberg
inequality. See Maz’ja [20] page 69-70. �

Lemma 2.6. Let

X(O) = {u ∈ L
2(O), divu ∈ L2(O), rotu ∈ L

2(O),u · ν = 0}.

Then,X(O) = {u ∈ H
1(O),u · ν = 0}. There existsC > 0 such that for allu in X(O),

‖u‖H1(O) ≤ C
(
‖u‖L2(O) + ‖divu‖L2(O) + ‖rotu‖L2(O)

)
.

Moreover,C can be chosen bounded as long asL > L0 > 0.

PROOF : This result is well known for bounded sets with smooth boundaries, see [6].
We generalize the result to cylindrical open sets with a smooth lateral boundary. Foru =
[ux, uy, uz] in X(O), we define

u(x, y, z) =





[ux, uy,−uz] (x, y, L− z) onB × (L, 2L),

[ux, uy, uz] (x, y, z) onB × (0, L),

[ux, uy,−uz] (x, y,−z) onB × (−L, 0).

Thus,u belongs toX(B × (−L, 2L)). Let ζ be a smooth real function onR such that

ζ =

{
1 on

(
−1

4
L, 5

4
L
)
,

0 on∁
(
−1

2
L, 3

2
L
)
.

There exists a bounded open setO2 with a smooth boundary such thatB ×
(
−1

2
L, 3

2
L
)
⊂

O2 ⊂ B × (−L, 2L) . Thus,x 7→ ζ(z)u(x) belongs toX(O2). We apply the already known
result onO2. ζu belongs toH1(O2). The restrictionu belongs toH1(O). The constants
depend only on theL∞ norms ofζ, ζ ′. With a good choice ofζ, the constant can be chosen
bounded as long asL ≥ L0 > 0. �

We generalize the previous lemma. LetH
m− 1

2
morc (∂O) be the set of functions belonging to

L2(∂O) whose restrictions on∂B × (0, L), B × {0} andB × {L} belong toHm− 1
2 .
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Lemma 2.7. The following trace application

γ1 : H2(O) → H
1
2

(
B × {0}

)
× H

1
2

(
∂B × (0, L)

)
× H

1
2

(
B × {L}

)
= H

1
2 (∂O),

u 7→

(
∂u

∂z
,
∂u

∂ν
,−

∂u

∂z

)
,

is onto and has a continuous right inverse.

PROOF : By local map and partition of the unity, we reduce the problemto the half plane
and its trace map

γ1 : H2(Rx × R
+
y × R

+
z ) → H

1
2 (Rx × R

+
y )× H

1
2 (Rx × R

+
z )

u 7→

(
∂u

∂y
(·, 0, ·),

∂u

∂z
(·, ·, 0)

)
,

We define

γ0 : H2(Rx × R
+
y × R

+
z ) → H

3
2 (Rx × R

+
y )× H

3
2 (Rx × R

+
z )

u 7→ (u(·, 0, ·), u(·, ·, 0))

By Lions-Magenes [18],f0, g0, f1, g1 is in the image ofH2(Ω) by γ0, γ1 if and only if
f0(·, 0) = g0(·, 0) and

∫
|g1(·, σ) − ∂yf0(·, σ)|

dσ
σ

and
∫
|f1(·, σ) − ∂zg0(·, σ)|

dσ
σ

are finite.
There are no direct compatibility relations betweenf1 andg1, thus we only need to construct
f0 andg0. Givenf1, we defineg0 as ĝ0(ξ, y) = ζ(y

√
1 + |ξ|2)

∫ y

0
f̂1(ξ, z)dz, whereζ is a

smooth real function satisfying,0 ≤ ζ ≤ 1, with Supp(ζ) ⊂ [0, 2] andζ = 1 in [0, 1]. We
constructf0 by the same formula andf0, g0, f1, g1 has satisfy all compatibility relations and
the mapγ1 is thus onto. As every closed set of a Hilbert spaces has a topological supplemen-
tary, there is a right inverse �

Obviously, the result extends to the vectorial case andγ1(H2(O)) = H
1
2
morc(∂O). The

following theorem was proved by C. Foias and R. Temam whenO is a bounded open set
with a smooth boundary.

Theorem 2.8.Letm ≥ 1. Let

Xm(O) = {u ∈ L
2(O), divu ∈ Hm−1(O), rotu ∈ H

m−1(O),u · ν ∈ H
m− 1

2
morc (∂O)}.

Then,Xm(O) = H
m(O). And there exists a constantC > 0 such that

‖u‖Hm(O) ≤ C
(
‖u‖L2(O) + ‖divu‖Hm−1(O) + ‖rotu‖Hm−1(O) + ‖u · ν‖

Hm−
1
2 (∂O)

)
.

The constantC can be chosen independently ofL as long asL ≥ L0 > 0.

PROOF : The proof is adapted from Foias-Temam [7], with no fundamental changes in
this case. We proceed by recursion overm.

1. If m = 1. Let G be the closed subset ofL2(O) of all gradients of real functions in
H1(O). The orthogonal ofG is HD = {f ∈ L

2(O), div(f) = 0,f · ν = 0}. Letu be
in X1(O), let∇p the orthogonal projection ofu ontoG. Then,p is defined by

△p = div(u) in O,

∂p

∂ν
= u · ν in ∂O.

Thus, by elliptic regularity,p belongs toH2(O) sinceu · ν belongs toγ1(H2(O)).
Moreover,u − ∇p verifies the hypothesis of Lemma 2.6. Thusu − ∇p belongs to
H

1(O) as well asu.
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2. If m > 1. Suppose the theorem holds form − 1. By the recursion hypothesis,u
belongs toHm−1(O). Let Dm−1 be a differential operator with an orderm − 1, then
v = Dm−1u belongs toL2(O), div(v) belongs toL2(O) androt(v) belongs toL2(O).
Furthermore,

v · ν = Dm−1(u · ν)−
m−1∑

i=1

DiνDm−1−iu ∈ H
1
2
morc(∂O).

Thus,v belongs toH1(O) andu belongs toHm(O).

�

Corollary 2.9. Let m ≥ 1. The set
{
v ∈ H1(O),△v ∈ Hm−1(O), ∂v

∂ν
= 0
}

is equal to

H̃m+1(O). Moreover, there exists a constantC depending only onO such that

‖v‖Hm+1(O) ≤ C (‖v‖L2 + ‖∇v‖L2 + ‖△v‖Hm−1) .

Moreover,C remains bounded as long asL > L0 > 0.

PROOF : Apply Theorem 2.8 withu = ∇v. �

As a corollary, the eigenfunctions of the Laplace operator with Neumann boundary condition
belong toHm(O) for all m ≥ 0 and thus are inC∞(O).

The last lemmas establish regularity results for the demagnetization field operator.

Lemma 2.10.For all 1 < p < +∞, Hd is a continuous operator fromLp(O) toL
p(O), and

fromW
1,p(O) toW

1,p(O).

PROOF : See M.J. Friedman [8], O. Ladyzhenskaya [15], or G. Carbou and P. Fabrie [5].
�

Lemma 2.11.If v belongs toH1(B×(0, L)), then theL2(B×(+ε, L)) norm ofHd(1̃B×(0,+ε)m)
is dominated byε near zero. As a direct consequence,Hd(γ

0vdσ(Γ)) is inL
2(B × (0, L)).

PROOF : We denote byhε the homothecy that sends

H
1(B × (0;L)) → H

1(B × (ε, L))

v 7→

{
v(x, y,+ L

L−ε
(z − ε)) in Ω+,

0 in R
3 \ Ω+.

Then, if we denote bỹ1∗I the characteristic function ofB × I,

‖Hd(1̃
∗
(0,+ε)v)‖L2(Ωε) ≤ ‖Hd(1̃

∗
(0,L)v)−Hd(1̃

∗
(ε,L)v)‖L2(Ωε)

≤ ‖Hd(1̃
∗
(0,L)v)− hε(Hd(1̃

∗
(0,L)v))‖L2(Ωε)︸ ︷︷ ︸

I

+ ‖hε(Hd(1̃
∗
(0,L)v))−Hd(hε(1̃

∗
(0,L)v))‖L2(Ωε)︸ ︷︷ ︸

II

+ ‖Hd(hε(1̃
∗
(0,L)v)− 1̃∗(ε,L)v)‖L2(Ωε)︸ ︷︷ ︸

III

.

(2.7)
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TermsI andIII areO(ε) becauseH1 is stable by the actionHd. EstimatingII whenε is
near0, is the same as estimating

w = Hd(1̃
∗
(0,L)v)− h−1

ε Hd(hε(1̃
∗
(0,L)v))‖L2(Ωε).

The equation satisfied byw is

∂wx

∂x
+

∂wy

∂y
+

L

L− ε

∂wz

∂z
=

ε

L− ε

(
∂vvz + hz

∂z

)
,

∂wz

∂y
−

L

L− ε

∂wy

∂z
= −

ε

L− ε

∂hy

∂z
,

L

L− ε

∂wx

∂z
−

∂wz

∂x
=

ε

L− ε

∂hx

∂z
,

∂wy

∂x
−

∂wx

∂y
= 0,

whereh = Hd(v). A simple Fourier analysis proves that theL2 norm of this term is domi-
nated byε near0. �

2.3.2 Existence and uniqueness ofm(0)

m(0) satisfies equation (2.5) overΩ. G. Carbou et P. Fabrie proved the existence of strong
solutions to the Landau-Lifshitz equation and their uniqueness in [5]. In this section,O is a
bounded open set.

Theorem 2.12(Regular solutions for Landau-Lifshitz equation). SupposeO bounded and
“regular” enough. If the initial conditionm0 belongs tõH2(O) and satisfies

|m0| = 1 in O, m0 = 0 in R
3 \ O,

then, there existsT ∗ > 0 and a unique solutionm to system(1.6a), (1.5a) (1.5b), and(1.5c),
belonging for allT < T ∗ to L2(0, T ;H3(O)) ∩ C(0, T ;H2(O)).

PROOF : See the proof of Carbou-Fabrie [5]. �

We improve slightly Theorem 2.12.

Remark2.13. The solutionm to system (1.5). belongs toL2(0, T ;H3(O))∩H
3
2 (0, T ;L2(O))∩

C1(0, T ;L2(O)) for all T < T ∗.

PROOF : In [5], it is proved thatm belongs toH1(0, T ;H1(O)) and toL2(0, T ;H3(O)).
By interpolation,m belongs toC([0, T ∗);H2(O)) and toH

1
2 ([0, T ∗);H2(O)), see Lions-

Magenes [19]. Thus,

m ∈ C([0, T ∗);L∞(O)), △m ∈ C([0, T ∗);L2(O)),

Hd(m) ∈ C([0, T ∗);L2(O)), Ha(m) ∈ C([0, T ∗);L2(O)).

But ∂m
∂t

= −m×H(m)−αm×(m×H(m)), thus∂m
∂t

belongs toC([0, T ∗);L2(O)). Hence
m belongs toC1([0, T ∗);L2(O)). We apply corollary 2.15 and∂m

∂t
belongs toH

1
2 (0, T ;L2(O)).

�
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Lemma 2.14.The bilinear form(m, f) 7→m× f from (H
1
2 ∩ L∞)(0, T ;L∞(O))× (H

1
2 ∩

L∞)(0, T ;L2(O)) to (H
1
2 ∩ L∞)(0, T ;L2(O)) is continuous.

PROOF : We recall that theH
1
2 (0, T ;X) norm is equivalent to the norm

‖v‖ =

∫ T

τ=0

∫ T

σ=0

‖v(τ)− v(σ)‖2X
|τ − σ|2

dσdτ.

See Lions-Magenes [19]. Then, we have

‖m× f‖L∞(0,T ;L2(O)) ≤ ‖m‖L∞(0,T ;L∞(O))‖f‖L∞(0,T ;L2(O)).

‖m× f‖
H

1
2 (0,T ;L2(O))

=

∫ T

τ=0

∫ T

σ=0

‖m(τ)× f(τ)−m(σ)× f(σ)‖2
L2(O)

|τ − σ|2
dσdτ

≤

∫ T

τ=0

∫ T

σ=0

‖m(τ)‖2
L∞(O)‖f(τ)− f(σ)‖2

L2(O)

|τ − σ|2
dσdτ

+

∫ T

σ=0

‖f(σ)‖2
L2(O)‖m(τ)−m(σ)‖2

L∞(O)

|τ − σ|2
dσdτ

≤ C‖m‖
(L∞∩H

1
2 )(0,T ;L∞(O))

‖f‖
(L∞∩H

1
2 )(0,T ;L2(O))

.

�

Furthermore,H is linear continuous from(L∞∩H
1
2 )(0, T ;H2(O)) to (L∞∩H

1
2 )(0, T ;L2(O)).

Thus, as a corollary, we have

Corollary 2.15. The applicationm 7→ −m×H(m)−αm×(m×H(m)) fromH1(0, T ;H1(O))∩

L2(0, T ;H3(O)) to (H
1
2 ∩ L∞)(0, T ;L2(O)) is continuous.

Remark2.16. The inverse of the time of existence(T ∗)−1 and theH3, 3
2 norm of the solution

m(0) remain bounded by a function of theH2 norm ofm(0)
0 . This function can be chosen

independently ofL as long asL > L0 > 0.

PROOF : T ∗ and the estimates on the size of the solutions depend on the size of the ini-
tial condition and on the constants of the inequalities of section 2.3.1. Since those constants
remain bounded forL > L0 > 0, bothT ∗, and the size of the solutions remain bounded as
long asL > L0 > 0. �

Remark2.17. The application that sends the initial condition to the solution to the Landau-
Lifshitz equation is continuous from̃H2(O) to H

3, 3
2 (O × (0, T )). Moreover, the application

m0 →
∂m
∂t

is continuous from̃H2(O) to C(0, T ;L2(O)).

PROOF : Theorem 2.12 established in [5] asserts the continuity into C(0, T ;H2(O)).
However, the provided proof also proves the continuity intoL2(0, T ;H3(O)). By interpola-
tion, there is continuity intoH1(0, T ;H1(O)). Using corollary 2.15, we obtain the continuity
of applicationm0 7→

∂m
∂t

into C(0, T ;L2(O)) ∩ H
1
2 (0, T ;L2(O)). �

The following result is necessary for the proof of the existence of solutions of the lin-
earized Landau-Lifshitz equation.

Remark2.18. For allT < T ∗, ‖∇m‖L4(0,T ;L∞(O)) < +∞.

PROOF : According to Maz’ya [20] page 274,‖u‖L∞ ≤ C‖u‖
1
2

H1(O)‖u‖
1
2

H2(O). Since

m(0) belongs toL2(0, T ;H3(O)) and toL∞(0, T ;H2(O)),∇m(0) belongs toL4(0, T ;L∞(O)).
�
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Remark2.19. Theorem 2.12, and Remarks 2.16, 2.13, 2.17 and 2.18 hold for bounded open
sets with a smooth boundary and for cylindrical open sets of kind B × (0, L). These results
also hold for disjoint finite unions of such open sets. In particular, the theorem holds forΩ
and forΩε.

PROOF : The demonstration of Carbou-Fabrie is valid if the Sobolev spaces overO sat-
isfy some inequalities and the demagnetization field operatorHd is regular. This was verified
in section 2.3.1. �

2.3.3 Existence and uniqueness ofm(1)

Theorem 2.20.Letm(0) be a solution to problem(2.5). If

m
(1)
0 ∈ H

1(Ω), m
(0)
0 ·m

(1)
0 = 0,

then, System(2.6)has a unique solutionm(1) which for allT < T ∗ —T ∗ time of existence of
m(0)— belongs toL2(0, T ;H2(Ω)) ∩ H1(0, T ;L2(Ω)). Moreover, the following application
is continuous

H
3, 3

2 (Ω× (0, T ))×H
1(Ω) → H

2,1(Ω),

(m(0),m
(1)
0 ) 7→m(1).

PROOF : System (2.6) is equivalent to

∂m(1)

∂t
− αA△m(1) = −m(0) × A△m(1) −m(1) × A△m(0) + 2αA(∇m(0) · ∇m(1))m(0)

+ αA|∇m(0)|2m(1) −m(1) ×Hd,a(m
(0))−m(0) ×Hd,a(m

(1))

−m(0) ×Hd(γ
0m(0)dσ(Γ))− αm(1) × (m(0) ×Hd,a(m

(0)))

− αm(0) × (m(1) ×Hd,a(m
(0)))− αm(0) × (m(0) ×Hd,a(m

(1)))

− αm(0) × (m(0) ×Hd(γ
0m(0)dσ(Γ))),

(2.8a)

m(0) ·m(1) = 0, (2.8b)

∂m(1)

∂ν
=

{
∂2

m
(0)

∂ν2 onΓ± × (0, T ),

0 on (∂Ω \ Γ)× (0, T ),
(2.8c)

m(1)(·, 0) =m
(1)
0 , (2.8d)

whereHd,a = Hd +Ha. To prove the theorem, our plans comprise n steps

1. Prove the redundancy of (2.8b) in System subeq:LandauLifshitzSympOrdre1 when
m

(0)
0 ·m

(1)
0 . This is done in Lemma 2.21.

2. We prove that there exists an expansionf̃ in H
2,1(Ω × (0, T )) to the boundary condi-

tion 2.8c.

3. We use the expansionf to reduce the well-posedness problem to the case where the
boundary condition 2.8c is replaced with the standard zero Neumann boundary condi-
tion. This is done by considering the equation satisfied bym(1) − f .

4. Finally, we prove the well posedness of this latter system. in Theorem 2.24.
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�

Lemma 2.21.Condition(2.8b)may be derived from the other equations of system(2.8).

PROOF :

∂(m(1) ·m(0))

∂t
= αA

(
△(m(1) ·m(0)) + 2|∇m(0)|2(m(1) ·m(0))

)
. (2.9)

Butm(0)
0 ·m

(1)
0 = 0 and ∂(m(0)·m(1))

∂ν
= 0 on∂Ω. This is obvious on∂Ω \ Γ. OnΓ,

∂(m(0) ·m(1))

∂ν
=m(0) ·

∂m(1)

∂ν
=m(0) ·

∂2m

∂ν2

=
∂
(
m(0) ·

∑3
i=1 αi(x)

∂m(0)

∂xi

)

∂ν
−

(
∂m(0)

∂ν

)2

= 0.

We then multiply (2.9) bym(1) ·m(0), and we integrate overΩ× (0, T ).

[∫

Ω

|m(1) ·m(0)|2dx

]T

0

+ αA

∫

QT

∣∣∇(m(1) ·m(0))
∣∣2dx

= 2αA

∫

QT

|∇m(0)|2(m(1) ·m(0))2dx,

≤ 2αA

∫ T

0

‖∇m(0)‖2
L∞(Ω)

∫

Ω

|m(0) ·m(1)|2dx.

By Gronwall’s inequality

‖m(1) ·m(0)‖2
L2(Ω)(T ) ≤ ‖m

(1)
0 ·m

(0)
0 ‖2

L2(Ω) exp

(
2αA

∫ T

0

‖∇m(0)‖2
L∞(Ω)dx

)

Hence,m(1) ·m(0) = 0 almost everywhere. �

Also, we have an extension result.

Lemma 2.22.There exists̃f in H
2,1(Ω× (0, T )) for all T < T ∗, such that

∂f̃

∂ν
=

{
∂2

m
(0)

∂ν2 onΓ± × (0, T ),

0 on (∂Ω \ Γ)× (0, T ),
(2.10)

PROOF : Definef̃ as

f̃(x, y, z, t) = −ζ(z)
∂m(0)

∂z
(x, y, z, t) in Ω+, (2.11)

f̃(x, y, z, t) = ζ(z)
∂m(0)

∂z
(x, y, z, t) in Ω−, (2.12)

with ζ a smooth real function with support included in(−L−, L+) and with value1 in a
neighborhood of0. �

Also, we have the following

Lemma 2.23.The quantitym(0)×Hd(γ
0m(0)dσ(Γ))+αm(0)×(m(0)×Hd(γ

0m(0)dσ(Γ)))
is inL

2(Ω× (0, T )) for all T < T ∗.
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PROOF: m(0) belongs inL∞(Ω×(0, T ∗)). We only need to prove thatHd(γ
0m(0)dσ(Γ))

is in L
2(Ω× (0, T )) for all T < T ∗. This is a consequence of Lemma 2.11. �

We have to consider the following system and proved its well-posedness under certain
conditions.

∂w

∂t
− αA△w = −m(0) × A△w −w × A△m(0) + 2αA(∇m(0) · ∇w)m(0) + αA|∇m(0)|2w

−w ×Hd,a(m
(0))−m(0) ×Hd,a(w)− αw × (m(0) ×Hd,a(m

(0)))

− αm(0) × (w ×Hd,a(m
(0)))− αm(0) × (m(0) ×Hd,a(w)) + θ,

(2.13a)
∂w

∂ν
= β on∂Ω× (0, T ), (2.13b)

w(·, 0) = w0. (2.13c)

Theorem 2.24.Letm(0) in H
3, 3

2 (Ω × (0, T )) for all T < T ∗. Letβ be inL2(∂Ω × (0, T ))

such that there exists̃f in H
2,1(Ω× (0, T )) with β = ∂f

∂ν
. Letθ be inL2(Ω× (0, T )). Then,

system(2.13)has a unique solutionw that belongs toH2,1(Ω×(0, T )). Moreover,w depends
continuously on the dataθ,w0, f̃ andm(0).

PROOF : First, we reduce the case toβ = 0, we notice that ifw exists thenw − f̃ must
verify system (2.13) once we have replacedβ by 0,w0 byw0 − f̃(·, 0), andθ by

θ−
∂f̃

∂t
+αA△f̃ +2αA(f̃ ·m(0))m(0) +αA|∇m(0)|2f̃ −m(0) ×H(f̃)− f̃ ×H(m(0))

−αf̃ × (m(0)×Hd,a(m
(0)))−αm(0)× (f̃ ×Hd,a(m

(0)))−αm(0)× (m(0)×Hd,a(f̃)).

which belongs toL2(Ω× (0, T )) by Hölder inequality. Conversely, if this new system has a
unique solution, which we denote byw′, w′ + f̃ is the unique solution of the more general
system. We now prove the existence, uniqueness and stability whenβ = 0, i.e.. when the
Neumann boundary condition is homogenous.

Preliminary inequalities For each contributionp, we define

F
p,lin

m
(0)(w) = −w ×Hp(m

(0))−m(0) ×Hp(w)− αw × (m(0) ×Hp(m
(0)))

− αm(0) × (w ×Hp(m
(0)))− αm(0) × (m(0) ×Hp(w)).

(2.14)

We need the following inequality for the term defined in equation (2.14)

‖F a,d,lin

m
(0) (w)‖L2(Ω) ≤ C ′(1 + ‖m(0)‖H1(Ω))‖w‖H1(Ω). (2.15)

This is a consequence of Hölder inequality and|m(0)| = 1 overΩ.

Galerkin’s method We recall thatm(0) belongs toH3, 3
2 (Ω× (0, T )). and is a known strong

solution to the Landau-Lifshitz equation.

Let (wj)j∈N∗ be the eigenfunctions of the Laplace operator with Neumann boundary
condition with (λj)j∈N∗ the corresponding eigenvalues.(wj)j∈N∗ is an orthonormal
basis ofL2(Ω) and also an orthogonal basis ofH

1(Ω). By Lemma 2.3, ifO is an open
set with a smooth boundary or a convex domain,H

1
△ = H

2 and the eigenfunctionswi
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are inC∞(O). We defineVn asVect(w1, . . . , wn) for eachn ≥ 0. We definePn as the
orthogonal projection onVn in L2, the projection is also orthogonal inH1 andH̃2. We
look forwn in Vn ⊗ C∞(0, T ;R3)) such that

∂wn

∂t
− αA△wn = Pn

(
−Awn ×△m(0) − Am(0) ×△wn + 2αA(∇m(0) · ∇wn)m(0)

)

+ Pn

(
αA|∇m(0)|2wn + F a,d,lin

m
(0) (w

n) + θ
)
,

(2.16a)

wn
0 = Pn(w0). (2.16b)

We decomposewn =
∑n

i=1ϕ
n
i (t)wi whereϕi are functions from(0, T ) to R

3. Sys-
tem (2.16) is equivalent to

ϕi(0) = 〈w0, wi〉 ∀i ∈ [[, n]],

ϕ′
i(t) = −Aλiϕ

n
i (t) + A

n∑

j=1

λjϕ
n
j (t)×

∫

Ω

m(0)wiwjdx− A
n∑

j=1

ϕn
j (t)×

∫

Ω

△m(0)wiwjdx

+ αA
n∑

j=1

(
ϕn

j (t)

∫

Ω

|∇m(0)|2wjwidx + 2
3∑

k=1

ϕ
n,k
j (t)

∫

Ω

(∇m(0)
xk

· ∇wj)m
(0)widx

)

+
n∑

j=1

3∑

k=1

ϕ
n,k
j (t)

(∫

Ω

F
a,d,lin

m
(0) (ukwj)widx

)
+

∫

Ω

θwidx pour touti , 1 ≤ i ≤ n,

where(uk) is the canonical basis ofR3.

This is an ordinary differential linear equation on(ϕn
i )i whose coefficients depend

continuously on the time. The affine term is inL1(0, T ). Thus, there is local and
global existence ofwn over[0, T ∗) whereT ∗ is the time of existence ofm(0). We now
estimate the size ofwn. In these estimates,η is a positive number that can be chosen
arbitrarily small. C is a generic constant depending only on domainΩε, uniformly
bounded as long asε < ε0 = min(L+, L−).

First estimate We multiply (2.16) bywn, integrate, and obtain using Green’s formula

1

2

d

dt

∫

Ω

|wn|2dx+ αA

∫

Ω

|∇wn|2dx

= −A

∫

Ω

(m(0) ×△wn) ·wndx

︸ ︷︷ ︸
I

+αA

∫

Ω

|∇m(0)|2|wn|2dx

︸ ︷︷ ︸
II

+ 2αA

∫

Ω

(∇m(0) · ∇wn)(m(0) ·wn)dx

︸ ︷︷ ︸
III

+

∫

Ω

θ ·wndx

︸ ︷︷ ︸
IV

+

∫

Ω

F
a,d,lin

m
(0) (w

n) ·wndx

︸ ︷︷ ︸
V

(2.17)

Let’s estimate each separate term of the sum. First, we estimateI =
∫
Ω
(m(0)×△wn)·

wndx.

|I| =

∣∣∣∣∣

3∑

k=1

∫

Ω

(
wn ×

∂wn

∂xk

)
·
∂m(0)

∂xk

∣∣∣∣∣ dx

≤ ‖∇m(0)‖L∞(Ω)‖w
n‖L2(Ω)‖∇w

n‖L2(Ω)

≤
1

4η
‖∇m(0)‖2

L∞(Ω)‖w
n‖2

L2(Ω) + η‖∇wn‖2
L2(Ω).

(2.18a)
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We evaluateII =
∫
Ω
|∇m(0)|2|wn|2dx.

|II| ≤ ‖∇m(0)‖2
L∞(Ω)‖w

n‖2
L2(Ω). (2.18b)

EstimatingIII =
∫
Ω
(∇m(0) · ∇wn)(m(0) ·wn)dx yields

|III| ≤
1

4η
‖∇m(0)‖2

L∞(Ω)‖w
n‖2

L2(Ω) + η‖∇wn‖2
L2(Ω). (2.18c)

Then, we estimateIV =
∫
Ω
θ ·wndx

|IV | ≤
1

2
‖θ‖2

L2(Ω) +
1

2
‖wn‖2

L2(Ω). (2.18d)

Using inequality (2.15) onV =
∫
Ω
F

a,d,lin

m
(0) (w

n) ·wndx, we obtain

|V | ≤ ‖F a,d,lin

m
(0) (w

n)‖L2(Ω)‖w
n‖L2(Ω)

≤ C
(
1 + ‖m(0)‖H1(Ω)

)
‖wn‖2

L2(Ω) + C
(
1 + ‖m(0)‖H1(Ω)

)
‖∇wn‖L2(Ω)‖w

n‖L2(Ω)

≤ C ′

(
1 +

1

η

)(
1 + ‖m(0)‖2

H1(Ω)

)
‖wn‖2

L2(Ω) + η‖∇wn‖2
L2(Ω).

(2.18e)

Combining inequalities (2.18), we obtain for allη > 0

1

2

d

dt

∫

Ω

|wn|2dx+ αA

∫

Ω

|∇wn|2dx ≤ C

(
1 +

1

η

)
(‖∇m(0)‖2L∞ + ‖m(0)‖2

H1)‖wn‖2
L2(Ω)

+ ‖θ‖2
L2(Ω) + η‖∇wn‖2

L2(Ω).

(2.19)

We chooseη = αA
2

. By Gronwall’s inequality, for allT < T ∗, there existsCT > 0
such that for alln ≥ 0

‖wn‖L∞(0,T ;L2(Ω)) ≤ CT , ‖∇wn‖L2(0,T×Ω) ≤ CT , (2.20)

whereT ∗ is the time of existence ofm(0).

Second estimateWe multiply (2.16) byψ by−△wn and obtain

1

2

d

dt

∫

Ω

|∇wn|2dx+ αA

∫

Ω

|△wn|2dx = A

∫

Ω

(wn ×△m(0)) · △wndx

︸ ︷︷ ︸
I

−2αA

∫

Ω

(∇m(0) · ∇wn) · △wndx

︸ ︷︷ ︸
II

−αA

∫

Ω

|∇m(0)|2wn · △wndx

︸ ︷︷ ︸
III

−

∫

Ω

θ · △wndx

︸ ︷︷ ︸
IV

−

∫

Ω

F
a,d,lin

m
(0) (w

n) · △wndx

︸ ︷︷ ︸
V

(2.21)
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We estimateI =
∫
Ω
(wn ×△m(0)) · △wndx.

|I| ≤ ‖wn‖L3(Ω)‖△m
(0)‖L6(Ω)‖△w

n‖L2(Ω)

≤
1

4η
‖△m(0)‖2

L6(Ω)‖w
n‖2

L3(Ω) + η‖△wn‖2
L2(Ω)

≤
C

η
‖△m(0)‖2

L6(Ω)‖w
n‖2

H1(Ω) + η‖△wn‖2
L2(Ω).

(2.22a)

Then, we estimateII =
∫
Ω
(∇m(0) · ∇wn) · △wndx.

|II| ≤ ‖∇m(0)‖L∞(Ω)‖∇w
n‖L2(Ω)‖△w

n‖L2(Ω)

≤
1

4η
‖∇m(0)‖2

L∞(Ω)‖∇w
n‖2

L2(Ω) + η‖△wn‖2
L2(Ω).

(2.22b)

Then, we evaluateIII =
∫
Ω
|∇m(0)|2wn · △wndx

|III| ≤ ‖∇m(0)‖2
L∞(Ω)‖w

n‖L2(Ω)‖△w
n‖L2(Ω)

≤
1

4η
‖∇m(0)‖4

L∞(Ω)‖w
n‖2

L2(Ω) + η‖△wn‖2
L2(Ω).

(2.22c)

EstimatingIV =
∫
Ω
θ · △wndx yields

|IV | ≤
1

4η
‖θ‖2

L2(Ω) + η‖△wn‖2
L2(Ω). (2.22d)

Using inequality (2.15)V =
∫
Ω
F

a,d,lin

m
(0) (w

n) · △wndx, we obtain

|V | ≤ ‖F a,d,lin

m
(0) (w

n)‖L2(Ω)‖△w
n‖L2(Ω)

≤ C(1 + ‖m(0)‖H1(Ω))‖w
n‖H1(Ω)‖△w

n‖L2(Ω)

≤
C

η
(1 + ‖m(0)‖2

H1(Ω))‖w
n‖2

H1(Ω) + η‖△wn‖2
L2(Ω).

(2.22e)

Combining equations (2.22), we obtain

1

2

d

dt

∫

Ω

|∇wn|2dx+ αA

∫

Ω

|△wn|2dx ≤
C

η

(
‖∇m(0)‖4

L∞ + ‖m(0)‖2
H3

)
‖wn‖2

L2(Ω)

+
C

η
(‖∇wn‖2

L∞ + ‖m(0)‖2
H3)‖∇wn‖2

L2(Ω)

+ η‖△wn‖2
L2(Ω) + ‖θ‖2

L2(Ω).

(2.23)

Choosingη small enough, we obtain

d

dt

∫

Ω

|∇wn|2 +

∫

Ω

|△wn|2dx ≤ f(t) + g(t)

∫

Ω

|∇wn|2dx+ η‖△wn‖2
L2(Ω),

wheref andg belongs toL1(0, T ). By Gronwall’s inequality, there existsCT > 0 such
that for alln ≥ 0

‖∇wn‖L∞(0,T ;L2(Ω)) ≤ CT , ‖△wn‖L2((0,T )×Ω) ≤ CT .
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Convergence of the sequence to the solutionWe have proved that for allT < T ∗, there
existsCT such that

‖wn‖L∞(0,T ;L2(Ω)) ≤ CT , ‖∇wn‖L∞(0,T ;L2(Ω)) ≤ CT ,

‖△wn‖L2(0,T ;L2(Ω)) ≤ CT ,

∥∥∥∥
∂wn

∂t

∥∥∥∥
L2(0,T ;L2(Ω))

≤ CT .

The last inequality being a consequence of the other estimates and the contractivity
of Pn in L2 in equation (2.16a). According to elliptic regularity Lemma 2.3 overΩ,
‖D2wn‖L2((0,T )×Ω) ≤ CT . Thus, there exists a subsequence such that, for allT < T ∗,
wn

k converges weakly tow in H
2,1(Ω× (0, T )). Since

⋃∞
n=1 Vn is dense inL2(Ω) and

in H1(Ω),w is a solution to system (2.13).

UniquenessLetw andw′ be solutions to the system (2.13) thenδw = w′ −w is solution
to (2.13) with affine termθ = 0 and initial conditionw0 = 0. After multiplying this
equation byδw and integrating overΩ× (0, T ), we obtain the following estimate

d

dt

∫

Ω

|δw|2dx+(αA−η)

∫

Ω

|δ∇w|2dx ≤ C(η)
(
‖m(0)‖2

H1(Ω) + ‖∇m(0)‖2
L∞(Ω)

)
‖δw‖2

L2(Ω).

The uniqueness follows from choosingη = αA/2 and using Gronwall’s lemma.

Stability We define byS the map that sends(m(0),w0,θ) to the solutionw. S(m(0), ·, ·)

is linear continuous and its norm only depend on the size ofm(0) in H
3, 3

2 . ThusS is
continuous in(w0,θ), uniformly whenm(0) remains bounded. Thus, to prove thatS
is Lipschitz, we only need to prove thatS is Lipschitz when onlym(0) vary. Given
(m(0),w0,θ) and(m(0)′,w0,θ), we definew andw′ as the solutions to the linearized
Landau-Lifshitz equation with data(m(0),w0,θ) and(m(0)′,w′

0,θ
′). If the data re-

main bounded, so does the solution. We define

δw = w′ −w, δm(0) =m(0)′ −m(0).

Sincew andw′ both satisfies (2.13a), we make estimates by subtracting both equa-
tions. Then, we can prove the stability making the followingestimates.

• We multiply this equation byδw and integrate overΩ. This gives an estimate on
theL∞(0, T ;L2(Ω)) norm ofw and theL2(Ω× (0, T )) norm of∇w.

• We multiply this equation by△δw and integrate overΩ. This gives an estimate
on theL∞(0, T ;L2(Ω)) norm of∇w and theL2(Ω× (0, T )) norm of△w.

Reusing the equation, we obtain an estimate on theL
2(Ω× (0, T )) norm of ∂w

∂t
. Those

estimates proves the stability and are very similar to the ones necessary to prove the
existence.

�

We make the following remark on whenβ verify the extension criteria in Theorem (2.24).

Remark2.25. The image of the trace applicationγ1 : f̃ 7→ ∂f̃

∂ν
is the space of functions

whose restriction toB×{0} and to∂B× (0,+∞) are respectively inH
3
2
, 3
4 (B×{0}) and in

H
3
2
, 3
4 (∂B × (0,+∞)).

PROOF : This can be proved by the same kind of arguments as in Lemma (2.7). The
complete proof is in the appendix of Part 2 of this article A.6[21]. �
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3 Convergence of the expansion

3.1 Convergence ofmε,(0) tom(0)

To prove the convergence, we must first introduce an artificial term of first order to discard
some boundary condition. We need the following proposition

Proposition 3.1. Let

m(0) ∈ H
3, 3

2 (Ω× (0, T )), m(0)′ ∈ H
3, 3

2 (Ω× (0, T )),

β+ ∈ H
3
4
, 1
4 (B × {0} × (0, T )), β− ∈ H

3
4
, 1
4 (B × {0} × (0, T )),

m
(1)
0 ∈ H

1(Ω× (0, T )), θ ∈ L
2(Ω× (0, T )).

Then, the following equation with unknownm(1) onΩε

∂m(1)

∂t
− αA△m(1) = −Am(1) ×△m(0) − Am(0)′ ×△m(1) + αA|∇m(0)|2m(1)

+ αA((∇m(0) +∇m(0)′) · ∇m(1))m(0)′ −m(1) ×Hd,a(m
(0))

−m(0)′ ×Hd,a(m
(1))− αm(0)′ × (m(0)′ ×Hd,a(m

(1)))

− αm(0)′ × (m(1) ×Hd,a(m
(0)))− αm(1) × (m(0) ×Hd,a(m

(0))) + θ,
(3.1)

and both initial and boundary conditions

∂m(1)

∂ν
=





β+ onB × {+ε} × (0, T ∗),

β− onB × {−ε} × (0, T ∗),

0 on∂Ωε \ (B × {±ε} × (0, T ∗)),

(3.2)

m(1)(·, ·, 0) =m
(1)
0 . (3.3)

has a unique solution inH2,1(Ω×(0, T )). Moreover, the solution is stable inH2,1(Ω×(0, T ))

with respect to the data(m(0),m(0)′, β+, β−,m
(1)
0 ,θ). Furthermore,

• the application that sends(m(0),m(0)′, β+, β−,m
(1)
0 ) to the solutionm(1) is Lipschitz

over bounded sets.

• Lipschitz constants depend on the open setΩε, but they remain bounded whenε tends
to 0.

PROOF : This is a straightforward adaptation of the proof of Theorem 2.20. �

Proposition 3.2. Let 1̃O be the characteristic function ofO. Letmε,(1) be the solution over
Ωε to system(3.1)with data

θ =
1

ε
m(0) ×Hd,a(1̃B×(−ε,+ε)m

(0)) +
1

ε
αm(0) × (m(0) ×Hd,a(1̃B×(−ε,+ε)m

(0))),

m
ε,(1)
0 = 0, m(0)′ =mε,(0), m(0)′ =m0,(0),

β+ = −
1

ε

∂m(0)

∂ν
(·, ·,+ε, ·), β− = −

1

ε

∂m(0)

∂ν
(·, ·,−ε, ·).

Then,mε,(1) exists and is unique inH2,1(Ωε) with a H
2,1(Ωε) norm that remains bounded

whenε tends to0.
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PROOF : The initial data and the boundary conditions are in the required spaces. We
apply Proposition 3.1. The size of the data remains bounded,the boundary condition remains
bounded because

∥∥∥∥
∂m(0)

∂ν
(0, ε, 0)

∥∥∥∥
H

3
4 , 14

≤ ‖τ−εm
(0) −m(0)‖H2,1(B×(0,+∞)×(0,T )),

≤ ε‖m(0)‖
H

3, 32 (B×(0,ε)×(0,T ))
,

after extension ofm(0) overB×R
+,∗× (0, T ) and whereτ−ε is the translation operator over

the third coordinate of space defined byτ−εf = (x, y, z, t) 7→ f(x, y, z + ε, t). The affine
termθ remains bounded by Lemma 2.11. �

We defineδεm = mε,(0) −m(0), andδ1εm = mε,(0) −m(0) − εmε,(1). Then, we esti-
mateδ1εm. Direct estimates ofδεm would be more difficult because of the nonhomogenous
boundary conditions.

Theorem 3.3.We have

‖m(0) −mε,(0) − εmε,(1)‖H2,1(Ωε×(0,T )) = O(ε),

‖m(0) −mε,(0)‖H2,1(Ωε×(0,T )) = O(ε).

PROOF : Sincemε,(1) is bounded inH2,1(Ω × (0, T ))) independently ofε, the sec-
ond inequality is a consequence of the first. We prove the firstinequality. δ1εm satisfies
equation (3.1) withθ = 0. TheH1(Ω) norm of the initial condition is dominated byε, by
hypothesis (2.4a).

Estimates on anisotropic and demagnetization field termswe define

δ1εF
a,d = −δ1εm×Hd,a(m

(0))−mε,(0) ×Hd,a(δ
1
εm)

− αmε,(0) × (mε,(0) ×Hd,a(δ
1
εm))

− αmε,(0) × (δ1εm×Hd,a(m
(0)))− αδ1εm× (m(0) ×Hd,a(m

(0))).

ButHd,a = Ha+Hd is continuous fromLq toLq for all 1 ≤ q < +∞, and in particular
for q = 4 or q = 6. Moreover,mε,(1), m(0) andmε,(0) belongs toL∞(0, T ;L6(Ωε))
and toL∞(0, T ;L4(Ωε)), for all T < T ∗. Thus, for allT < T ∗, there existsC(T )
independent ofε such that

‖δ1εF
a,d‖L2(Ωε) ≤ C(T )‖δ1εm‖H1(Ωε).

First estimate We multiply equation (3.1) byδ1εm and integrate overΩ

1

2

d

dt

∫

Ωε

|δ1εm|2dx+αA

∫

Ωε

|∇δ1εm|2dx = −A
∑

i

∫

Ωε

(
∂δ1εm

∂xi

×
∂mε,(0)

∂xi

)
· δ1εmdx

︸ ︷︷ ︸
I

+ αA

∫

Ωε

(∇m(0) · ∇(m(0) +mε,(0)))(mε,(0) · δ1εm)dx

︸ ︷︷ ︸
II

+ αA

∫

Ωε

|∇m(0)|2|δ1εm|2dx

︸ ︷︷ ︸
III

+

∫

Ωε

δ1εF
a,d · δ1εmdx

︸ ︷︷ ︸
IV

. (3.4)
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First, we estimateI =
∑

i

∫
Ωε

(
∂δ1εm

∂xi
× ∂mε,(0)

∂xi

)
· δ1εmdx.

|I| ≤ ‖∇m(0)‖L∞(Ωε)‖δ
1
εm‖L2(Ωε)‖∇δ1εm‖L2(Ωε)

≤
1

4η
‖∇m(0)‖2

L∞(Ωε)‖δ
1
εm‖2

L2(Ωε)
+ η‖∇δ1εm‖2

L2(Ωε)
.

(3.5a)

We also estimateII =
∫
Ωε
(∇m(0) · ∇(m(0) +mε,(0)))(mε,(0) · δ1εm)dx.

|II| ≤
1

4η
‖∇(m(0) +mε,(0))‖2

L∞(Ωε)‖δ
1
εm‖2

L2(Ωε)

+ η‖∇(δ1εm)‖2
L2(Ωε)

.
(3.5b)

EstimatingIII =
∫
Ωε
|∇m(0)|2|δ1εm|2dx yields

|III| ≤ ‖∇m(0)‖2
L∞(Ωε)‖δ

1
εm‖2

L2(Ωε)
. (3.5c)

We estimateIV =
∫
Ωε

δ1εF
a,d · δ1εmdx.

|IV | ≤ ‖δ1εF
a,d‖L2(Ωε)‖δ

1
εm‖L2(Ωε)

≤ C

(
1 +

1

η

)
‖δ1εm‖2

L2(Ωε)
+ η‖∇δ1εm‖2

L2(Ωε)
.

(3.5d)

We combine all inequalities (3.5), we chooseη small enough. By Gronwall’s lemma,
there exists a constantCT such that

‖δ1εm‖L∞(0,T ;L2(Ω)) ≤ CT ε ‖∇δ1εm‖L2(0,T ;L2(Ω)) ≤ CT ε (3.6)

Second estimateWe multiply equation (3.1) by−△δ1εm and integrate overΩ

1

2

d

dt

∫

Ωε

|∇(δ1εm)|2dx+ αA

∫

Ωε

|△(δ1εm)|2dx =

A

∫

Ωε

(△m(0) ×△δ1εm) · δ1εmdx

︸ ︷︷ ︸
I

−αA

∫

Ωε

(∇δ1εm · ∇(mε,(0) +m(0)))m(0) · △δ1εm)dx

︸ ︷︷ ︸
II

− αA

∫

Ωε

|∇m(0)|2δ1εm · △δ1εmdx

︸ ︷︷ ︸
III

−

∫

Ωε

δ1εF
a,d · △δ1εmdx

︸ ︷︷ ︸
IV

. (3.7)

We estimateI =
∫
Ωε
(△m(0) ×△δ1εm) · δ1εmdx.

|I| ≤ ‖△m(0)‖L3(Ωε)‖△(δ1εm)‖L2(Ωε)‖δ
1
εm‖L6(Ωε)

≤
1

4η
‖△m(0)‖2

L3(Ωε)
‖δ1εm‖2

L6(Ωε)
+ η‖△(δ1εm)‖2

L2(Ωε)

≤
C

4η
‖△m(0)‖2

L3(Ωε)
‖δ1εm‖2

H1(Ωε)
+ η‖△(δ1εm)‖2

L2(Ωε)
.

(3.8a)

Then, we estimateII =
∫
Ωε
(∇δ1εm · ∇(mε,(0) +m(0)))m(0) · △δ1εm)dx.

|II| ≤
1

4η
‖∇(mε,(0) +m(0))‖2

L∞(Ωε)‖∇δ1εm‖2
L2(Ωε)

+ η‖△δ1εm‖2
L2(Ωε)

. (3.8b)
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EstimatingIII =
∫
Ωε
|∇m(0)|2δ1εm · △δ1εmdx yields

|III| ≤
1

4η
‖∇m(0)‖4

L∞(Ωε)‖δ
1
εm‖2

L2(Ωε)
+ η‖△δ1εm‖2

L2(Ωε)
. (3.8c)

Then, we estimateIV =
∫
Ωε

δ1εF
a,d · △δ1εmdx.

|IV | ≤ ‖δ1εF
a,d‖L2(Ωε)‖△δ1εm‖L2(Ωε)

≤
C

η
‖δ1εm‖2

L2(Ωε)
+ η‖△δ1εm‖2

L2(Ωε)
.

(3.8d)

We combine all equations (3.8), chooseη small enough. By Gronwall’s lemma, there
exists a constantCT such that

‖∇δ1εm‖L∞(0,T ;L2(Ω)) ≤ εCT ‖△δ1εm‖L2(0,T ;L2(Ω)) ≤ εCT (3.9)

Thus by elliptic regularity theL2(0, T ;L2(Ω)) of D2δ1εm is also bounded byC ′
T ε.

Estimate of the time derivative It only remains to estimate∂δ
1
εm

∂t
. The previous estimates

and (3.1) imply that
∥∥∥∂δ1εm

∂t

∥∥∥
L2(0,T ;L2(Ωε))

is aO(ε).

�

3.2 Convergence ofmε,(0) −m(0) − εm(1)

To compare solutions existing onΩ or Ωε, we need a sensible comparison criteria. We
introduce an extension operator in order to comparemε,(0) andm(0) over Ω. We define
m̃ε = Prolε(m

ε,(0)) by reflection.

m̃ε(x, y, z) =





mε,(0) onΩε,

mε,(0)(x, y, ε− z) onB × (0, ε)× (0, T ),

mε,(0)(x, y,−ε− z) onB × (−ε, 0)× (0, T ).

Then,m̃ε belongs toH3, 3
2 (Ω× (0, T )), verifies the Neumann homogenous boundary condi-

tion over the lateral boundary and also almost verifies Landau-Lifshitz equation with a small
correction for the demagnetization field operator.

Lemma 3.4. Our extension operator satisfy

‖Prolε(m|Ωε
)‖H2(Ω) ≤ C‖m‖H2(Ω) + Cε‖m‖H3(Ω),

‖Prolε(m|Ωε
)‖L2(Ω) ≤ ‖m‖L2(Ω) + Cε‖m‖H1(Ω).

PROOF : The result follows from

‖Prolε(m)‖2L2 ≤ 2‖m‖2
L2 + 2

∫

Γ

∫ ε

z=0

∣∣∣∣
∫ ε+z

s=ε−z

∂m

∂z
ds

∣∣∣∣
2

dzdσ(x),

≤ 2‖m‖2
L2 + 4ε2

∫

Γ

∫ 2ε

z=0

∣∣∣∣
∂m

∂z

∣∣∣∣
2

dzdσ(x).

�
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Theorem 3.5.The quantityProlε(m
ε,(0))−m

(0)

ε
converges weakly tom(1) in H

2,1(Ω× (0, T )).

PROOF : According to Theorem 3.3‖mε,(0) −m(0)‖H2,1 is aO(ε) thus according to
Lemma 3.4‖m̃ε −m(0)‖H2,1 = O(ε). Thus, there exists a subsequence(εn)n∈N andm(1) in
H

2,1(Ω× (0, T )) such that,

m̃εn −m(0)

εn
→m(1) weakly inH2,1(Ω× (0, T )).

We now prove thatm(1) =m(1) and that the whole sequence converges.
We introduceδ′εm = m̃

ε−m
(0)

ε
. Then, for allk ≥ 0

∂δ′εnk
m

∂t
− αA△δ′εnk

m = −m̃ε × A△δ′εnk
m− δ′εnk

m× A△m(0) + αA|∇m(0)|2δ′εnk
m

+ αA((∇m(0) +∇m̃ε) · ∇δ′εnk
m)m̃ε − δ′εnk

m×Hd,a(m
(0))

− m̃ε ×Hd,a(δ
′
εnk
m)− αδ′εnk

m× (m(0) ×Hd,a(m
(0)))

− αm̃ε × (δ′εnk
m×Hd,a(m

(0)))− αm̃ε × (m̃ε ×Hd,a(δ
′
εnk
m))

−m(0) ×
1

ε
Hd(1̃

∗
(−ε,ε)m

(0))− αm(0) × (m(0) ×
1

ε
Hd(1̃

∗
(−ε,ε)m

(0)))in Ωε. (3.10)

We take the limit in the sense of distributions, in (3.10).m(1) satisfies equation (2.6a). Since
δ′εnk
m · (m(0) + m̃ε) = 0,m(1) satisfies constraint (2.6b). Moreover, over∂Ω \ Γ, we have

∂δ′εnk
m

∂ν
= 0. Thus,m(1) satisfies equation (2.6c) on∂Ω \ Γ. OnΓ,

∫∫

Γ×(0,T )

∣∣∣∣
∂m(0)

∂z
(x, ε, t) +

∂m̃ε

∂z
(x, 0+, t)

∣∣∣∣
2

dσ(x)dt

≤

∫∫ ∣∣∣∣
∫ ε

z=0

∂2(m̃ε −m(0))

∂z2
(x, z, t)dz

∣∣∣∣
2

dxdt

≤ ε

∫∫ ∫ ε

z=0

∣∣∣∣
∂2(m̃ε −m(0))

∂z2
(x, z, t)

∣∣∣∣
2

dzdxdt ≤ ε3
∥∥∥∥
m̃ε −m(0)

ε

∥∥∥∥
2

H0,2,0

.

Thus, ∫ T

0

∫

Γ

∣∣∣∣
1

ε

∂m(0)

∂z
(x, ε, t) +

1

ε

∂m̃ε

∂z
(x, 0+, t)

∣∣∣∣
2

dσ(x)dt = O(ε).

Hence,

∂m(1)

∂z
(·, 0+, ·) = lim

εk→0

1

εk

∂m̃ε

∂z
(·, 0+, ·), = − lim

εk→0

1

εk

∂m(0)

∂z
(·, ε, ·), = −

∂2m(0)

∂z2
(·, 0+, ·).

Hence,m(1) satisfies (2.6c) onΓ. By equality (2.4b),m(1) also satisfies (2.6d). Thus,m(1)

is the unique solution to system (2.6). Thus,m(1) =m(1). The whole sequence converges.�

4 Numerical simulations

We now have an equivalent boundary condition that allow us tosimulate the evolution of
a ferromagnetic body crossed by a thin split. The finite volume scheme introduced by
S. Labbé [11] is adapted to the first order equation.
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4.1 Space discretization

The space discretization is done via finite volume. We use a regular cubic mesh. This choice
is primordial to compute the demagnetization field excitation via Toeplitz matrices. We must
discretize the anisotropy operator, the exchange operatorwith both kind of Neumann con-
ditions and the demagnetization field operator. All this work can be found in [11]. The
exchange operator is discretized as the standard Laplace operator with Neumann homoge-
nous boundary condition. We also discretize the anisotropyoperator, denoting byKi the
mean ofK over celli.

Ha,hmi = Kimi, H0
e,h(m)i =

A

h2

∑

j∈V (i)

(mi −mj) , (4.1)

whereV (i) is the set of all the neighbors of celli in the mesh. We also define the discretiza-
tion of the correction of the exchange operator with conditions (2.6c).

H1,co
e,h (m)i = δ(i)

A

h3

(
m

(0)
N(i) −m

(0)
i

)
, (4.2)

whereδ(i) is 1 if cell i is adjacent to the interfaceΓ, and0 otherwise. In the former case,
cell N(i) is the adjacent cell to celli such that celli is between cellN(i) andΓ. This
discretization require at least two cells of depth in the mesh on each side of the split.

The discretization of the demagnetization field operator isdone by defining the operators

Rh : Rn → L
2(Ω),

Rh(v) 7→
n∑

i=1

vi1̃ωi
,

Ph : L2(Ω) → R
n.

Ph(u)i 7→
1

|ωi|

∫

ωi

u(x)dx,
(4.3)

wheren is the number of cells. We would ideally defineHd,h asPh ◦Hd ◦Rh. In practice,Ph

is computed by Gauss integration with some corrections close to singularities6. The operator
is Toeplitz and can thus be computed by fast Fourier transform.

4.2 Time discretization

The equation is discretized in time by a second order scheme.

m
(0)
i+1 −m

(0)
i = ∆tiF h(m

(0)
i ) +

∆ti
2

2
D

m
(0)
i

F h · F h(m
(0)
i ),

F h(m
(0)) = −m(0) ×H0

h(m
(0))− αm(0) × (m(0) ×H0

h(m
(0))).

H0
h being equal toHd,h+Ha,h+H0

e,h. The time step size is chosen to maximize energy loss.
For the first order term, we use an analogous scheme.

m
(1)
i+1 −m

(1)
i = ∆tiF

1
h(m

(0)
i ,m

(1)
i ,H1,co

e,h (m
(0)
i )−Hd,h(γ

0m
(0)
i dσ(Γ)))

+
∆ti

2

2
D

m
(0)
i

F 1
h(m

(0)
i ,m

(1)
i ,H1,co

e,h (m
(0)
i )) · F h(m

(0)
i )

+
∆ti

2

2
F 1

h(m
(0)
i ,F 1

h(m
(0)
i ,m

(1)
i ,H1,co

e,h (m
(0)
i )),

H1,co
e,h (F h(m

(0)
i ))−Hd,h(γ

0F h(m
(0)
i )dσ(Γ)))),

6The interested reader should refer to [11] or [12] for details.
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where

F 1
h(m

(0)
i ,m

(0)
i ,hco) = −m

(0)
h,i × (Hh(m

(1)
h,i) + h

co)−m
(1)
h,i ×Hh(m

(0)
h,i)

− αm
(0)
h,i × (m

(0)
h,i × (Hh(m

(1)
h,i) + h

co))

− αm
(0)
h,i × (m

(1)
h,i ×Hh(m

(0)
h,i))− αm

(1)
h,i × (m

(0)
h,i ×Hh(m

(0)
h,i)).

We use the same step size for the first order as for the zero order.

4.3 Simulations: results

In our simulations, the aim is to compute final equilibrium states for various initial conditions.
Thus, we are only interested in the final states of the dynamicnumerical simulation. We stop
the simulation when the derivative of the discrete energy cross a threshold. Byh, we denote
the space step-size.

4.3.1 Physical parameters

We consider a thin plate with a mesh256×128×1, hence32768 grid points, with a step size
of 2.3nm. Their magnetic parameters are

Ms = 1.4 ∗ 106, A = 10−11/µ0, K = 0.

For initial conditions and the position of the split, we choose among those represented in
Figure 3, and Figure 4. We prefer to representhm(1) instead ofm(1) in the numerical results.
We make the following simulations

Simulation 0a First initial condition without split.

Simulation 0b Second initial condition without split.

Simulation 1 First initial condition and longitudinal split.

Simulation 2 Second initial condition and transversal split.

First initial condition Second initial condition

Figure 3: Possible initial conditions form(0)

Simulations0a et 0b, Figure 5, serve as a basis of comparison. In each simulation, we
iterated 7000 times. The analysis of the energy graph imply that we are reasonably close
from equilibrium after a thousand iterations. On a PC with a single processor and784 Mo
of RAM, the Fortran program needed6 hours to compute the equilibrium states for each
configuration.
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Longitudinal split Transversal split

Figure 4: Possible positions for the spacer

4.3.2 Analysis of the results

We first compare the results between geometries with and without splits. First, in the presence
of a split, final energies are lower. Magnetization reversalis easier across the split. Also, the
magnetization at the equilibrium states lies parallel to the thin plate.

We analyze the equilibrium state of the magnetization obtained during the first simulation,
Figure 6. Like the initial state, the final state is symmetricwith respect to the split. We notice
a reversal of the magnetization when crossing the split. There are two vortices in the whole
ferromagnetic body. Walls are thick except when crossing the split. We also offer a zoom
on the center left, Figure 7, and we notice that the vortex is stretched along the split. The
correction term is almost entirely concentrated on the split. Four incomplete vortices are
present, two on each side of the split at one fourth of the length of the split and the same pair
at the three fourth on the split.

We analyze the equilibrium state of the magnetization obtained during the second simu-
lation, Figure 8. The initial term of order0 is antisymmetric with respect to the transversal
axis. This antisymmetry remains in the equilibrium state. We can see one global vortex in
the whole plate and the split is clearly visible. We also present a zoom on the central vortex,
Figure 9. We notice that the vortex is stretched in the direction of the split. This is due to
the absence of exchange between both faces of the split. Let’s analyze the correction term.
It is almost entirely concentrated on the split. Two incomplete vortices appear on the split at
respectively one third and two third of the length of the split. The size of the correction is
small.

Conclusion

We have established an equivalent boundary condition for the equations of micromagnetism.
We can now compute the behavior of a ferromagnetic material without having to mesh the
split. Our next work will include in this model physical interactions such as super-exchange
and surface-anisotropy as presented in [14]. This will be the second part of this article. We
could also consider the same configuration in the non quasi-stationary case with the full
Maxwell’s equations and some other generalizations such asnon plane splits and a split filled
with a magnetic material.
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Projection onOx Projection onOy Projection onOz

Final state for simulation 0a

Final state for simulation 0b

Figure 5: Simulations with no split

Projection onOx Projection onOy Projection onOz

Final state form(0)

Final state form(1)

Figure 6: First Simulation
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Figure 7: Zoom on the left center vortex form(0) for the first simulation

Projection onOx Projection onOy Projection onOz

Final state form(0)

Final state form(1)

Figure 8: Second Simulation
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Figure 9: Zoom on the center vortex form(0) for the second simulation
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