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a b s t r a c t 

The efflux protein P-glycoprotein (P-gp) is over expressed in many cancer cells and has a known capacity 

to confer multi-drug resistance to cytotoxic therapies. We provide a mathematical model for the direct 

cell-to-cell transfer of proteins between cells and the indirect transfer between cells and the surrounding 

liquid. After a mathematical analysis of the model, we construct an adapted numerical scheme and give 

some numerical simulations. We observe that we obtain a better fit with the experimental data when we 

take into account the indirect transfer of the protein released in a dish. This quantity, usually neglected 

by the experimenters, seems to influence the results. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Multi-drug resistance (MDR) is a phenomenon by which tu-

or cells exhibit resistance to a variety of chemically unrelated

hemotherapeutic drugs. The classical form of multi-drug resis-

ance is connected to overexpression of membrane P-glycoprotein

P-gp), which acts as an energy dependent drug efflux pump. The

-gp is the major overexpressed resistance protein in many can-

er cells and has a known capacity to confer multi-drug resistance

o cytotoxic therapies (see Ambudkar et al., 2005; Amin, 2013;

asquier et al., 2011; Samuel et al., 2017; Samuel et al., 2018; Sivak

t al., 2017 for further references on the biological properties of

-gp). P-gp expression is known to be controlled by genetic and

pigenetic mechanisms. 

In 2005 and thereafter, however, it has been discovered that

ensitive cells can become resistant by an additional mechanism

nvolving a non-genomic acquisition of functional P-glycoproteins

ransmitted by donor cells (see Ambudkar et al., 2005; Levchenko

t al., 2005; Pasquier et al., 2012 ). Of course this physical transfer

f a protein that retains intrinsic chemotherapeutical resistance is

f major significance for diagnosis and treatment design of cancer.
∗ Corresponding author at: Univ. Bordeaux, IMB, UMR 5251, Talence F-33400, 

rance. 

E-mail address: pierre.magal@u-bordeaux.fr (P. Magal). 
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he consequences of cell to cell (direct) P-gp transfers have been

onsidered by Hinow et al. (2009) and Pasquier et al. (2011) . In

hese works, the transfer is modeled by an integro-partial differ-

ntial equation of Boltzmann type. 

More recently new experiments have been performed to un-

erstand more precisely the different modalities of non-genomic

-gp transfers (see Pasquier et al., 2012 ). It has been observed

hat cell to cell P-gp transfers can occur first by direct contact be-

ween cells. This process occurs locally in space, and uses Tunnel-

ng nanoTubes (TnTs) which build membrane bridges between cells

o transfer P-gp. This first way of transferring P-gp is called here

irect transfer (or local transfer). 

In Pasquier et al. (2012) , a second way of transferring P-gp has

een observed. Actually, cells overexpressing P-gp can release a

raction of their P-gp packed into the membrane of extracellular

esicles (EVs) shed within the tumoral environment. The EVs dif-

use in liquids and eventually can be recaptured by cells, including

rug-sensitive ones, transferring their P-gp content into the dock-

ng plasma membranes. The experimental evidence for this process

s summarized in the Figs. 1 and 2 . 

In Fig. 1 , EVs were prepared by purification from the liquid cul-

ure medium of P-gp overexpressing cells, a doxorubicin-resistant

uman breast cancer cell line MCF-7/DOXO, by a two-step ultra-

entrifugation procedure ( Pasquier et al., 2012 ). EVs were then

agged with a green fluorescent probe incorporated in their mem-

https://doi.org/10.1016/j.jtbi.2018.10.040
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jtb
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jtbi.2018.10.040&domain=pdf
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Fig. 1. The above figure is taken from Pasquier et al. (2012) . In this experiment EVs were extracted and purified from a culture of P-gp overexpressing human breast cancer 

MCF-7 cells. The microparticles were labeled with a green fluorescent probe that specifically stains cell membranes. Sensitive non P-gp expressing MCF-7 cells tagged in 

violet were exposed to the green-labeled microparticles and imaged by confocal microcopy. Micrographs (a), (b), (c) and (d) correspond the MCF-7 cells observed respectively 

after 30s, 2h, 3h and 6h of exposure to microparticles, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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brane. Cultured drug-sensitive variants of MCF-7 cells were stained

in violet and exposed to the purified green fluorescent EVs for in-

cubation times extending from 0 to 6 h. Cells were imaged by

using confocal microscopy. Micrographs show a time-dependent

increase of peripheral green fluorescence in violet MCF-7, corre-

sponding to a progressive capture of EVs. 

In Fig. 2 , as in Fig. 1 , drug sensitive MCF-7 cells were incubated

with EVs purified from the culture medium of P-gp overexpressing

cells. Sensitive MCF-7 cells were analyzed by flow cytometry after

membrane staining with a fluorescent antibody (PE-UIC2) directed

against P-gp (in A) and also according to their ability to efflux a

fluorescent substrate of P-gp (in C). Analyses were carried out af-

ter 0 to 72 h of incubation with EVs. Corresponding fluorescence

histograms are superimposed, showing a progressive shift to the

right (in A) or to the left (in C) towards the region corresponding

to increased levels of P-gp (in A) or decreased levels of intracellular

P-gp substrate due to intensified efflux activity (in C). Histograms

B and D depict quantitative levels of P-gp (in B) and intracellular

content of P-gp substrate (in D) from the above described analy-

ses over time. From those experiments, a transient acquisition of

a functional amount of efflux pump can be established. The peak

of P-gp transfer, corresponding to the peak of efflux activity, is ob-

served after 12 h of incubation with purified EVs. A gradual degra-
ation of EVs and/or proteins can be accounted for by the subse-

uent vanishing of P-gp in transferred sensitive MCF-7. 

EVs are released by all cells and relevant for both physiolog-

cal and pathological processes. However, EVs have been shown

o be shed in greater amounts by tumour than from normal

ells (see D’Souza-Schorey and Clancy, 2012 ). Interestingly, Lopes-

odrigues (2017) have shown that EVs from tumoral cell lines

ontain a high level of P-gp. Moreover, in some circumstances,

hemotherapy induces an increased release of EVs from cancer

ells (see Samuel et al., 2018 ). Therefore, EVs-mediated P-gp trans-

ers may quantitatively weigh on MDR dissemination into tumours

ut remain poorly investigated. 

The goal of this article is to investigate the influence of EVs-

ediated P-gp transfers, herein called indirect or remote transfers,

nto the overall MDR dynamics in a tumour cell population. 

The first aim is to build and to analyze a model describing in-

irect transfers. Such a class of partial differential equations mod-

ls appears to be new, and the main challenge will be to combine

oth direct and indirect transfers. Our goal in this article is to build

 mathematical model which can reproduce the Fig. 2 A and C.

n Section 6 , we obtain some figures which are comparable to the

ig. 2 A and C. Therefore Fig. 2 is serving as a concrete motivation

or our paper. 
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Fig. 2. The above figure is taken from [11]. MCF-7 cells exposed to EVs as in Fig. 1 were analyzed by flow cytometry to monitor quantitatively their P-gp content and efflux 

activity over time. A, membrane P-gp content in MCF-7 treated for 6 to 24 h with EVs extracted from multidrug resistant MCF-7. B, relative increase of membrane P-gp 

content in MCF-7 treated with MPs extracted from MCF-7 �DOXO was transient, significant after 4 h and peaked after 12 h of exposure. Results are expressed as mean SEM 

of n = 2 − 10 replicates. C, P-gp activity in MCF-7 treated for 4 to 12 h with MPs extracted from multidrug resistant MCF-7. Efflux activity is measured by the decrease of 

intracellular accumulation of a fluorescent P-gp substrate. D, relative increase of P-gp activity, expressed as a drop of intracellular fluorescence, in MCF-7 treated with MPs 

extracted from MCF-7 �DOXO was transient, significant after 4 h and peaked after 12 h of exposure. Results are expressed as mean ± SEM of n = 2 − 10 replicates. Results 

significantly different from control are indicated ( ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001). 
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The main difficulty in the article will be to study the well

osedness of the model in which both the direct and indirect

ransfers are involved. These problems present considerable math-

matical challenges. As far as we know such a class of nonlin-

ar transport operators has not been considered before. The plan

f the paper is the following. In Section 2 we consider separately

odels of direct transfers and of indirect transfers. In Section 3 we

onstruct the group of solutions of a related transport equa-

ion by relating it to the transport equation on the real line. In

ection 4 we define weak and mild solutions of the full model

ombining both direct and indirect transfers, and give a sketch

roof of local existence. In Section 5 we look at the model with in-

irect transfers only and prove the global existence and uniqueness

f solutions. We also look at the asymptotic behavior of certain so-

utions. In Section 6 we look at some numerical simulations and in

ection 7 we draw some conclusions. Finally in the appendix we

ive the numerical scheme used in Section 6 . 

. Mathematical models for direct and indirect transfers 

In this article we will use a model combining direct and indi-

ect transfers. Let us start by considering the two of models sepa-

ately. 

.1. Purely direct cell-to-cell transfers 

We first assume (after a normalization) that the quantity of P-

p per cell, r , varies in the interval I := (0, 1). Let u ( t , r ) be the

ensity of cells at time t with respect to the quantity of P-gp r on
he surface membranes of cells. This means that 
 r 2 

r 1 

u (t, r) dr 

s the number of cells with quantity of protein r between r 1 and r 2 
for r 1 < r 2 ), and the quantity of protein, which is attached to the

ells is 
 r + 

r −
r u (t, r ) dr. 

he model describing the direct cell-to-cell transfers is the follow-

ng 

∂u (t, r) 

∂t 
= 2 ̂

 τ [ T (u (t, . ))(r) − u (t, r) ] , for r ∈ I (2.1) 

ith initial data 

 (0 , . ) = u 0 ∈ L 1 + (0 , 1) . (2.2)

he transfer operator T : L 1 + (0 , 1) → L 1 + (0 , 1) is defined by 

 (u )(r) = 

{ 

1 

2 

B (u, u )(r) 

‖ u ‖ L 1 
if u � = 0 

0 otherwise 
(2.3) 

here 

 (u, v )(r) := 

∫ 
R 

u (r + f (| ̂ r | ) ̂ r ) v (r − (1 − f (| ̂ r | ) ̂ r ) d ̂ r , 

ere 

 (r) := 

{
u (r) if r ∈ (0 , 1) 
0 otherwise, 

nd f ( ̂ r ) is the transfer efficiency rate with 0 ≤ f ( ̂ r ) ≤ 1 . ̂ τ ≥ 0 is

he rate of transfer of protein per unit time. The above model was
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extensively studied in Hinow et al. (2009) . In the part of this pa-

per devoted to numerical simulations, we consider a generalized

version of this transfer model. Namely we consider a model intro-

duced in Magal et al. (2017) with two efficiency fractions, and the

bilinear operator B replaced by 

B (u, v )(r) := 

∫ 
R 

π( ̂ r ) u (r + f 1 (| ̂ r | ) ̂ r ) v (r − (1 − f 1 (| ̂ r | ) ̂ r ) d ̂ r 

+ 

∫ 
R 

(1 − π( ̂ r )) u (r + (1 − f 2 (| ̂ r | )) ̂ r ) v (r − f 2 (| ̂ r | ) ̂ r ) d ̂ r . 

Here f 1 ( ̂ r ) and f 2 ( ̂ r ) are the two transfer efficiency rates with

0 ≤ f 1 ( ̂ r ) ≤ 1 / 2 and 0 ≤ f 2 ( ̂ r ) ≤ 1 / 2 . If two individuals whose dif-

ference in quantity is ˆ r are involved in a transfer, then the one with

higher value loses f 1 ( ̂ r ) (respectively f 2 ( ̂ r ) ) times the difference of

their r values and the one with lower r value gains exactly this

amount with the probability π (respectively with the probability

1 − π ), with 

π( ̂ r ) := 

[ 1 
2 

− f 2 (| ̂ r | )] 

[1 − ( f 1 + f 2 )(| ̂ r | )] 
. (2.4)

2.2. Purely indirect transfer 

Let p ( t ) be the quantity of protein in the liquid surrounding the

cells, at time t . We consider the following system describing the

indirect transfers ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

∂ t u (t, r) = ∂ r 
[
α−η(r) u (t, r) 

]︸ ︷︷ ︸ 
Protein released in the liquid 

− ∂ r 
[
α+ η(r) p(t) u (t, r) 

]︸ ︷︷ ︸ 
Protein recaptured by cells 

, 

dp(t) 

dt 
= α−

∫ 1 

0 

η(r) u (t, r) dr ︸ ︷︷ ︸ 
Protein released by the cells 

− α+ 
∫ 1 

0 

η(r) u (t, r) drp(t)︸ ︷︷ ︸
Protein binding on the cells 

u (0 , . ) = u 0 (. ) ∈ L 1 + ( 0 , 1 ) , 
p(0) = p 0 ≥ 0 . 

(2.5)

where α+ > 0 is the rate at which P-gp is captured by the cells and

α− > 0 is the rate at which P-gp is released in the liquid. The func-

tion η( r ) is the fraction (or the probability) of cells with a quantity

of P-gp r to capture or to release. Therefore it makes sense to as-

sume that η(0) = 0 since the cells with no protein can release no

P-gp. Similarly, it is natural to assume that η(1) = 0 since the cells

with the maximum quantity of protein cannot capture any more

P-gp. 

In the rest of the paper we make the following assumption. 

Assumption 2.1. We assume that η ∈ C 1 ( [0 , 1] , R ) with 

η(0) = η(1) = 0 , (2.6)

and 

η(s ) > 0 , ∀ s ∈ (0 , 1) . 

Example 2.2. An example of such function η( r ) is 

η(s ) = s n (1 − s ) m 

where n ≥ 1 and m ≥ 1 are two real numbers. 

3. Transport type equations and strongly continuous groups 

In this section we consider the semigroup properties of a linear

size structured model. We refer to Webb (2008) for more results

and references on this topic. Let us focus on the following partial

differential equation {
∂ t u (t, s ) + ∂ s (η(s ) u (t, s )) = f (t, s ) , for t ≥ 0 , and s ∈ I 

u (0 , . ) = u 0 ∈ L 1 ( I ) 
(3.1)
here the interval I := (0, 1) and the map t → f ( t , .) belongs to

 

1 ((0, τ ), L 1 ( I )), for some τ > 0 . Our aim will be to investigate the

olutions of (3.1) , by constructing an isometry � : L 1 (R ) → L 1 (I)

hich relates it to the transport equation on R . 

First we consider the differential equation associated with the

haracteristics. Since | η′ ( s )| is bounded, η is Lipschitz continuous,

nd there exists a unique global solution of the ordinary differen-

ial equation 

∂�(t)(s 0 ) 

∂t 
= η(�(t)(s 0 )) , ∀ t ∈ R , and �(0)(s 0 ) = s 0 ∈ R . 

(3.2)

herefore, we can define { �(t) } t∈ R the flow generated by (3.2) ,

amely t → �( t ) s 0 is the unique solution of (3.2) satisfying 

(0)(s 0 ) = s 0 . 

hen the map s → �( t )( s ) is continuously differentiable and we

et 

 (t, s ) := 

∂�(t)(s ) 

∂s 
. 

hen V is solution of the differential equation 

 

∂V (t, s ) 

∂t 
= η′ (�(t)(s )) V (t, s ) , ∀ t ∈ R , 

V (0 , s ) = 1 . 

e have 

 (t, s ) = exp 

(∫ t 

0 

η′ (�(τ )(s )) dτ

)
, ∀ t ∈ R . 

onsequently, for each t ≥ 0 s �→ V ( t , s ) is a positive function and 

(t, s 0 ) ≤ �(t, s 1 ) for s 0 ≤ s 1 . 

oreover, we have 

d 

dt 
[ η(�(t)(s )) − V (t, s ) η(s ) ] = η′ (�(t)(s )) [ η(�(t)(s )) 

−V (t, s ) η(s ) ] 

hus 

 

η(�(t)(s )) −V (t, s ) η(s ) ] = exp 

(∫ t 

0 

η′ (�(l)(s )) dl 

)
[ η(�(0)(s )) 

−V (0 , s ) η(s ) ] 

= 0 

hich proves that 

(�(t)(s )) = η(s ) V (t, s ) . (3.3)

emma 3.1. Let s 0 ∈ I . Then 

 = 

∫ �(t)(s 0 ) 

s 0 

1 

η(r) 
dr, ∀ t ∈ R , (3.4)

nd 

im 

s → 1 

∫ s 

s 0 

1 

η(r) 
d r = + ∞ , and lim 

s → 0 

∫ s 

s 0 

1 

η(r) 
d r = −∞ . (3.5)

roof. We have 

 = 

1 

η(�(t)(s 0 )) 

d�(t)(s 0 ) 

dt 
, ∀ t ∈ R , 

hus 

 = 

∫ t 

0 

1 

η(�(σ )(s 0 )) 

d�(σ )(s 0 ) 

dσ
d σ = 

∫ �(t)(s 0 ) 

s 0 

1 

η(r) 
dr. 

ince η( s ) > 0, ∀ s ∈ I , t → + ∞ , we have 

lim 

→ + ∞ 

�(t)(s 0 ) = 1 
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Â

Â
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nd 

lim 

→−∞ 

�(t)(s 0 ) = 0 , 

he result follows. �

Let s 0 ∈ I , and define the map 
 : I → (−∞ , + ∞ ) by 

(s ) = 

∫ s 

s 0 

1 

η(l) 
dl. 

o using the previous lemma 

(I) = (−∞ , + ∞ ) . 

emma 3.2. For each s ∈ I and each t ∈ R we have 

−1 (
(s ) − t) = �(−t)(s ) . (3.6)

roof. Observe that 

∂[
−1 (
(s ) − t)] 

∂t 
= 

−1 


′ (
(s ) − t) 
= −η(
−1 (
(s ) − t)) , 

nd 

−1 (
(s ) − t) | t=0 = s. 

herefore the equality (3.6) follows from the uniqueness of solu-

ions of (3.2) . �

Define the map � : L 1 (R ) → L 1 (I) as follows 

( ϕ ) (s ) := ϕ ( 
(s ) ) 
′ (s ) = 

ϕ ( 
(s ) ) 

η(s ) 
. 

t is bounded and invertible with �−1 : L 1 ( I ) → L 1 (R ) given by 

−1 ( ϕ ) (s ) = ϕ 

(

−1 (s ) 

)(

−1 

)′ 
(s ) = 

ϕ 

(

−1 (s ) 

)

′ (
−1 (s )) 

= ϕ 

(

−1 (s ) 

)
η
(

−1 (s ) 

)
. 

oreover it is readily checked that 

 

�( ϕ ) ‖ L 1 ( I ) = ‖ 

ϕ ‖ L 1 (R ) , ∀ ϕ ∈ L 1 (R ) , 

herefore � and �−1 are isometries and 

 

�‖ L ( L 1 (R ) ) = 

∥∥�−1 
∥∥
L ( L 1 (R ) ) 

= 1 . 

onsider the linear operator A : D (A ) ⊂ L 1 ( I, R ) → L 1 ( I, R ) defined

y 

 ( ϕ ) = −( ηϕ ) ′ 

ith 

 (A ) = �
(
W 

1 , 1 ( R ) 
)
. 

n order to make the domain of A a little more explicit we have

he following inclusion. 

emma 3.3. 

 (A ) ⊂
{
ϕ ∈ L 1 ( I, R ) : ( ηϕ ) ∈ W 

1 , 1 
0 ( I ) 

}
here 

 

1 , 1 
0 ( I ) = 

{
ϕ ∈ W 

1 , 1 ( I ) : ϕ (0) = ϕ (1) = 0 

}
. 

roof. Assume that ϕ ∈ W 

1 , 1 (R ) , then for almost every s ∈ (0, 1) 

( ϕ ) (s ) = ϕ ( 
(s ) ) 
′ (s ) = 

ϕ ( 
(s ) ) 

η(s ) 
, 

hus 

( η�( ϕ ) ) 
′ (s ) = ( ϕ ( 
(s ) ) ) 

′ = ϕ 

′ ( 
(s ) ) 
′ (s ) 

herefore 
 

I 

∣∣( η�( ϕ ) ) 
′ (s ) 

∣∣ds = 

∫ 
I 

∣∣ϕ 

′ ( 
(s ) ) 
∣∣
′ (s ) ds = 

∫ 
R 

∣∣ϕ 

′ ( σ ) 
∣∣dσ. 
oreover it is well known that 

lim 

 →±∞ 

ϕ(s ) = 0 , 

herefore 

lim 

 → 0 or s → 1 
η(s )�( ϕ ) (s ) = 0 . 

�

The partial differential Eq. (3.1) can be regarded as the follow-

ng abstract Cauchy problem. 
 

du (t) 

dt 
= Au (t) + f (t) , t ≥ 0 , 

u (0) = u 0 ∈ L 1 (I) , 
(3.7) 

here f ∈ L 1 ((0, τ ), L 1 ( I )). 

We will show that A generates a positive group of contractions

n L 1 ( I ). We will see that group properties are inherited from the

roup properties of the transport equation on the real line. Let us

onsider the transport equation on the real line 

∂ t v (t, s ) + ∂ s v (t, s ) = g(t, s ) , for t ≥ 0 and s ∈ R 

v (0 , . ) = v 0 ∈ L 1 ( R ) , 
(3.8) 

here the map t → g ( t , .) belongs to L 1 
(
( 0 , τ ) , L 1 ( R ) 

)
. The solution

f this problem is well understood. Consider the linear operator
 

 : D ( ̂  A ) ⊂ L 1 ( R ) → L 1 ( R ) defined by 

 

 ϕ = −ϕ 

′ 

ith 

 ( ̂  A ) = W 

1 , 1 ( R ) . 

ne may observe that by construction 

 (A ) = �−1 
(
D ( ̂  A ) 

)
⇔ D ( ̂  A ) = �( D (A ) ) . 

hen it is well known that ̂ A is the infinitesimal generator of

 strongly continuous group of contractions 
{

T ̂ A 
(t) 

}
t∈ R on L 1 (R )

hich is defined by 

 ̂ A (t) ( ϕ ) (s ) = ϕ(s − t) . 

he partial differential Eq. (3.8) can be regarded as the following

bstract Cauchy problem. 
 

dv (t) 

dt 
= ̂

 A v (t) + g(t) , t ≥ 0 , 

v (0) = v 0 ∈ L 1 (I) , 
(3.9) 

here g ∈ L 1 
(
( 0 , τ ) , L 1 ( R ) 

)
. 

The unique mild solution of (3.9) is given by the following ex-

licit formula 

 (t, s ) = T ̂ A (t) v 0 + 

∫ t 

0 

T ̂ A (t − l ) g(l ) dl 

= v 0 (s − t) + 

∫ t 

0 

g(l, s − t + l) dl, (3.10) 

or each t ≥ 0 and almost every s ∈ R . 

Moreover σ
(̂ A 

)
(the spectrum of ̂ A ) is the set of purely imag-

nary complex numbers σ
(̂ A 

)
= i R and the resolvent set of ̂ A is(̂ A 

)
:= C \ σ (̂ A 

)
. The resolvent operator of ̂ A is defined for each

∈ ρ
(̂ A 

)
by 

λI − ̂ A 

)−1 
( ϕ ) = 

{
− ∫ + ∞ 

0 e −λl ϕ(s − l ) dl , if Re ( λ) > 0 , 

− ∫ + ∞ 

0 e λl ϕ(s + l ) dl , if Re ( λ) < 0 . 

urthermore we have the following relationship between A and 

̂ A . 

emma 3.4. We have following properties 

a) �̂ A �−1 | D (A ) = A ⇔ ̂

 A = �−1 A �| 
D ( ̂  A ) ; 
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b) σ ( A ) = σ
(̂ A 

)
⇔ ρ( A ) = ρ

(̂ A 

)
; 

c) For each λ∈ ρ( A ) 

( λI − A ) 
−1 = �

(
λI − ̂ A 

)−1 
�−1 ⇔ ( λI − A ) = �

(
λI − ̂ A 

)
�−1 . 

Proof. Proof of (a). Let ϕ ∈ D ( A ). Then for almost every s ∈ R , ̂ A �−1 (ϕ)(s ) = −
[
ϕ(
−1 ) η(
−1 ) 

]′ 
(s ) 

= −[ ϕη] 
′ (
−1 (s ) 

) [

−1 

]′ 
(s ) , 

and for s ∈ I 

�̂ A �−1 (ϕ)(s ) = −[ ϕη] 
′ (
−1 ◦ 
(s ) 

) [

−1 

]′ 
( 
(s ) ) 
′ (s ) 

= A (ϕ)(s ) . 

Proof of (b) and (c). Assume that 

λϕ − Aϕ = ψ, for ϕ ∈ D (A ) 

and since A = �̂ A �−1 , the above equality is equivalent to 

λ�−1 ϕ − ̂ A �−1 ϕ = �−1 ψ, for ϕ ∈ D (A ) 

and since �−1 ( D (A ) ) = D ( ̂  A ) and �−1 L 1 (I) = L 1 (R ) the last equal-

ity is equivalent to 

λ̂ ϕ − ̂ A ̂

 ϕ = 

̂ ψ , for ̂ ϕ ∈ D ( ̂  A ) 

and 

̂ ψ ∈ L 1 (R ) . The result follows. �

As a consequence of the previous result we obtain the following

proposition. 

Proposition 3.5. The linear operator A is the infinitesimal generator

of a strongly continuous group { T A (t) } t∈ R of bounded linear operators

on L 1 ( I ) . More precisely 

T A (t) = �T ̂ A (t)�−1 , ∀ t ≥ 0 . 

hence 

T A (t)(ϕ)(s ) = ϕ(�(−t)(s )) V (−t, s ) . 

and 

|| T A (t)(ϕ ) || L 1 (I) = || ϕ || L 1 (I) . 

Remark 3.6. From the above formula we have 

�−1 T A (t) = T ̂ A (t)�−1 , ∀ t ≥ 0 . 

Let u 0 ∈ L 1 ( I ) and f ∈ L 1 ((0, τ ), L 1 ( I )). If we consider u the mild so-

lution of (3.7) which is given by 

u (t) = T A (t) u 0 + 

∫ t 

0 

T A (t − l ) f (l ) dl , ∀ t ∈ [ 0 , τ ] , 

then v (t) = �−1 u (t) is the solution of (3.9) with 

v 0 = �−1 u 0 and g = �−1 f . 

Proof. The map u ∈ C ([0, τ ], L 1 ( I )) is the unique continuous func-

tion satisfying ∫ t 

0 

u (l) ds ∈ D (A ) , ∀ t ∈ [ 0 , τ ] , 

and 

u (t) = u 0 + A 

∫ t 

0 

u (l) dl + 

∫ t 

0 

f (l ) dl , ∀ t ∈ [ 0 , τ ] . 

This last equality is equivalent to 

u (t) = u 0 + �̂ A �−1 

∫ t 

0 

u (l) dl + 

∫ t 

0 

f (l) dl 

which is also equivalent to 

�−1 u (t) = �−1 u 0 + ̂

 A 

∫ t 

0 

�−1 v (l) dl + 

∫ t 

0 

�−1 f (l ) dl . 
he result follows from the uniqueness of the weak solution. �

From the previous results, it follows that u ( t ) is the unique mild

olution of (3.1) if and only if v (t) = �−1 u (t) is the unique mild

olution of (3.8) with v 0 = �−1 u 0 and g(t, s ) = �−1 ( f (t, . ) )(s ) . So

rom (3.10) we have 

 (t, s ) = �−1 ( u 0 ) (s − t) 

+ 

∫ t 

0 

�−1 ( f (l, . ) )(s − t + l) dl 

= u 0 

(

−1 (s − t) 

)(

−1 

)′ 
(s − t) 

+ 

∫ t 

0 

f (l, 
−1 (s − t + l)) 
(

−1 

)′ 
(s − t + l) dl 

= u 0 

(

−1 (s − t) 

)
η
(

−1 (s − t) 

)
+ 

∫ t 

0 

f (l, 
−1 (s − t + l)) η
(

−1 (s − t + l) 

)
dl 

nd 

 (t, s ) = �( v (t, s ) ) (s ) = v ( t, 
(s ) ) 
′ (s ) = 

v ( t, 
(s ) ) 

η(s ) 

o 

 (t, s ) = u 0 

(

−1 (
(s ) − t) 

)η
(

−1 (
(s ) − t) 

)
η(s ) 

+ 

∫ t 

0 

f (l, 
−1 (
(s ) − t + l)) 
η
(

−1 (
(s ) − t + l) 

)
η(s ) 

dl 

hus by using (3.6) we obtain 

 (t, s ) = u 0 ( �(−t)(s ) ) 
η( �(−t)(s ) ) 

η(s ) 

+ 

∫ t 

0 

f (l, �(l − t)(s )) 
η( �(l − t)(s ) ) 

η(s ) 
dl 

ow by using (3.3) we obtain 

roposition 3.7. The unique weak solution of (3.1) is given by 

 (t, s ) = u 0 ( �(−t)(s ) ) V (−t, s ) + 

∫ t 

0 

f (l, �(l − t)(s )) V (l − t, s ) dl 

xample 3.8. Assume that 

(s ) = s (1 − s ) 

ix s 0 = 1 / 2 . We have 

(s ) = 

∫ s 

1 / 2 

1 

l(1 − l) 
d l = 

∫ s 

1 / 2 

1 

l 
+ 

1 

1 − l 
d l = [ ln (l) − ln (1 − l) ] 

s 
1 / 2 

hus 

(s ) = ln 

(
s 

1 − s 

)
. 

oreover 

(s ) = y ⇔ ln 

(
s 

1 − s 

)
= y ⇔ s = exp (y ) ( 1 − s ) 

⇔ s = 

exp (y ) 

1 + exp (y ) 

nd 

(
−1 (s )) = 

exp (y ) 

1 + exp (y ) 

[
1 − exp ( y ) 

1 + exp ( y ) 

]
. 

. Weak and mild solutions 

The full model combining direct and indirect transfers can be

ewritten as the following abstract Cauchy problem 
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du (t) 

dt 
= (α+ p(t) − α−) Au (t) + 2 ̂

 τ [ T (u (t)) − u (t)] 

dp(t) 

dt 
= −(α+ p(t) − α−) 

∫ 
I η(r) u (t, r) dr 

(4.1) 

ith initial data 

 (0) = u 0 ∈ L 1 + (I) and p(0) = p 0 ≥ 0 . 

he goal of this section is to define a notion of mild and weak so-

ution for the first equation in (4.1) . The last part of the section will

e devoted to providing a nonlinear variation of constants formula

or the first equation of system (4.1) . 

Given a function q ∈ C ( ( 0 , τ ) , R ) (we will fix later on q :=
+ p − α−) we consider the abstract non-homogeneous Cauchy

roblem 

du (t) 

dt 
= q (t) Au (t) + f (t) , for t ∈ [ 0 , τ ] , with u (0) = u 0 ∈ L 1 (I) ,

(4.2) 

here f ∈ L 1 ((0, τ ), L 1 ( I )) (for some τ > 0). 

Throughout this article, we systematically use the following no-

ation 

(t) := 

∫ t 

0 

q (s ) ds, 

henever 

 ∈ C ( [0 , τ ] , R ) . 

e start with the notion of mild solution. 

efinition 4.1. We will say that u ∈ C ([0, τ ], L 1 ( I )) is a mild solu-

ion of (2.1) if 

 (t) = T A (Q(t)) u 0 + 

∫ t 

0 

T A (Q(t) − Q(s )) f (s ) ds, ∀ t ∈ [ 0 , τ ] . (4.3)

Let us prove that such a mild solution is nothing but a weak

olution. We first observe that 
 t 

0 

q (s ) T A (Q(s )) u 0 ds = 

∫ Q(t) 

0 

T A (s ) u 0 ds. 

o using the fact that (see Pazy, 1983 ) 
 t 

0 

T A (s ) u 0 ds ∈ D (A ) 

nd the classical formula 

 A (t) u 0 = u 0 + A 

∫ t 

0 

T A (s ) u 0 ds, 

e deduce that 
 t 

0 

q (s ) T A (Q(s )) u 0 ds ∈ D (A ) 

nd 

 

∫ t 

0 

q (s ) T A (Q(s )) u 0 ds = T A ( Q(t) ) u 0 − u 0 . (4.4)

urthermore, by using Fubini’s theorem ∫ t 

0 

q (s ) 

∫ s 

0 

T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

∫ t 

l 

q (s ) T A (Q(s ) − Q(l)) f (l) d sd l 

o by setting σ = Q(s ) − Q(l) , we obtain ∫ t 

0 

q (s ) 

∫ s 

0 

T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

∫ Q (t) −Q (l) 

0 

T A (σ ) f (l) d σd l 
nd since A a closed linear operator, we have 

 t 

0 

q (s ) 

∫ s 

0 

T A (Q(s ) − Q(l)) f (l) d ld s ∈ D (A ) 

nd 

A 

∫ t 

0 

q (s ) 

∫ s 

0 

T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

T A (Q(t) − Q(s )) f (s ) ds −
∫ t 

0 

f (s ) ds. (4.5) 

Therefore each mild solution of (4.2) is a weak solution of

4.2) in the following sense. 

efinition 4.2. We will say that u ∈ C ([0, τ ], L 1 ( I )) is a weak solu-

ion of (4.2) if 

 t 

0 

q (s ) u (s ) ds ∈ D (A ) , ∀ t ∈ [ 0 , τ ] , 

nd 

 (t) = u 0 + A 

∫ t 

0 

q (s ) u (s ) ds + 

∫ t 

0 

f (s ) ds, ∀ t ∈ [ 0 , τ ] . 

It is natural to ask about uniqueness of such weak solutions. 

roposition 4.3. (Uniqueness) There exists at most one weak solu-

ion of (4.2) . 

roof. Let u 0 ∈ L 1 ( I ) and f ∈ L 1 ((0, τ ), L 1 ( I )) (for some τ > 0). As-

ume that there exist u 1 and u 2 two weak solution of (4.2) on

0, τ ]. Then u = u 1 − u 2 is a weak solution with u 0 = 0 and f = 0 . 

Without loss of generality we can assume that q ≥ 0. Assume

hat first t → Q ( t ) is strictly increasing function. Set 

 (t) := u (Q 

−1 (t)) , ∀ t ∈ [ 0 , Q(τ ) ] . 

hen 

 t 

0 

q (s ) u (s ) ds = 

∫ t 

0 

q (s ) v (Q(s )) ds = 

∫ Q(t) 

0 

v (l) dl 

nd 

 (Q(t)) = u (t) = A 

∫ Q(t) 

0 

v (l) dl 

o 

 (t) = A 

∫ t 

0 

v (l ) dl , ∀ t ∈ [ 0 , Q(τ ) ] . 

ow since A is the infinitesimal generator of strongly continuous

emigroup, it follows that v = 0 , so u = 0 . When t → Q ( t ) is only

on-decreasing function, we use the same arguments, and the fact

hat we can find v ∈ C 
(
[ 0 , Q(τ ) ] , L 1 (I) 

)
such that 

 (Q(t)) = u (t) , ∀ t ∈ [ 0 , τ ] . 

�

The connection between the classical non-homogeneous Cauchy

roblem with q = 1 and the Cauchy problem q � = 1 is described in

he following lemma. 

emma 4.4. (Change of variable) 

Let u 0 ∈ L 1 ( I ) and f ∈ L 1 ((0, τ ), L 1 ( I )) . Then 

 (t) = T A (t) u 0 + 

∫ t 

0 

T A (t − s ) f (s ) ds, ∀ t ∈ [ 0 , Q(τ ) ] (4.6)

f and only if 

 (Q(t)) = T A (Q(t)) u 0 + 

∫ t 

0 

T A (Q(t) 

−Q(l)) q (l) f (Q(l)) dl, ∀ t ∈ [ 0 , τ ] . 
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Proof. If v satisfies (4.6) then 

v (Q(t)) = u 0 + A 

∫ Q(t) 

0 

v (l) dl + 

∫ Q(t) 

0 

g(l ) dl , ∀ t ∈ [ 0 , τ ] . 

By setting l = Q(s ) , we obtain 

v (Q(t)) = u 0 + A 

∫ t 

0 

q (s ) v (Q(s )) ds 

+ 

∫ t 

0 

q (s ) g(Q(s )) ds, ∀ t ∈ [ 0 , τ ] , 

and by uniqueness of the weak solutions, the result follows. �

Proposition 4.5. Let u 0 ∈ L 1 ( I ), f ∈ L 1 ((0, τ ), L 1 ( I )) and λ ∈ R . Then 

u (t) = e λt T A (Q(t)) u 0 + 

∫ t 

0 

e λ(t−s ) T A (Q(t) 

−Q(s )) f (s ) ds, ∀ t ∈ [ 0 , τ ] , (4.7)

is the unique weak solution of 

du (t) 

dt 
= q (t) Au (t) + λu (t) + f (t) for t ∈ [ 0 , τ ] with 

u (0) = u 0 ∈ L 1 (I) . (4.8)

Proof. Set 

S A (t) u := 

∫ t 

0 

T A (s ) uds, ∀ t ≥ 0 , ∀ u ∈ L 1 (I) . 

For t , s ∈ [0, τ ] with t ≥ s , and for u ∈ L 1 ( I ) we obtain by integrating

by parts ∫ t 

s 

q (l) e λl T A (Q(l) − Q(s )) udl 

= 

[
e λl S A (Q(l) − Q(s )) u 

]t 

s 
− λ

∫ t 

s 

e λl S A (Q(l) − Q(s )) udl 

= e λt S A (Q(t) − Q(s )) u − λ

∫ t 

s 

e λl S A (Q(l) − Q(s )) udl. 

So ∫ t 

s 

q (l) e λl T A (Q(l) − Q(s )) udl ∈ D (A ) (4.9)

and 

A 

∫ t 

s 

q (l) e λl T A (Q(l) − Q(s )) udl 

= e λt AS A (Q(t) − Q(s )) u − λ

∫ t 

s 

e λl AS A (Q(l) − Q(s )) udl 

= e λt [ T A (Q(t) − Q(s )) u − u ] − λ

∫ t 

s 

e λl [ T A (Q(l) − Q(s )) u − u ] dl 

Therefore 

A 

∫ t 

s 

q (l) e λ(l−s ) T A (Q(l) − Q(s )) udl 

= e λ(t−s ) T A (Q(t) − Q(s )) u − u 

−
∫ t 

s 

λe λ(l−s ) T A (Q(l) − Q(s )) udl. (4.10)

By using Fubini’s theorem for each t ∈ [0, τ ], ∫ t 

0 

q (s ) 

∫ s 

0 

e λ(s −l) T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

∫ t 

l 

q (s ) e λ(s −l) T A (Q(s ) − Q(l)) f (l) d sd l, 

and since A is closed, (4.9) implies that ∫ t 

0 

q (s ) 

∫ s 

0 

e λ(s −l) T A (Q(s ) − Q(l)) f (l) d ld s ∈ D (A ) . 

Moreover by using (4.10) 
A 

∫ t 

0 

q (s ) 

∫ s 

0 

e λ(s −l) T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

e λ( t−l ) T A (Q(t) − Q(l)) f (l) dl −
∫ t 

0 

f (l) dl 

−
∫ t 

0 

∫ t 

l 

λe λ( σ−l ) T A (Q(σ ) − Q(l)) f (l) d σd l. 

y using again Fubini’s theorem for the last integral of the above

quation, we obtain 

A 

∫ t 

0 

q (s ) 

∫ s 

0 

e λ(s −l) T A (Q(s ) − Q(l)) f (l) d ld s 

= 

∫ t 

0 

e λ( t−l ) T A (Q(t) − Q(l)) f (l) dl −
∫ t 

0 

f (l) dl 

−
∫ t 

0 

∫ s 

0 

λe λ( s −l ) T A (Q(s ) − Q(l)) f (l) d ld s. 

t follows that if u ( t ) defined by (4.7) then u is a weak solution of

4.8) . �

Sketch of proof for the local existence: Let us now reconsider

4.1) . By using Proposition 4.5 with λ = −2 ̂  τ the mild solution of

4.1) is given by 

u (t) = e −2 ̂  τ t T A (Q(t)) u 0 + 

∫ t 
0 e 

−2 ̂  τ (t−s ) T A (Q(t) − Q(s ))2 ̂

 τT (u (s )) ds

q (t) = exp 

(
−α+ ∫ t 

0 

∫ 
I η(r ) u (l, r ) d rd l 

)
q 0 

(4.11)

emark 4.6. It not possible to use a fixed point technique directly

n the above system, since t → T A ( t ) u is C 
1 if and only if u belongs

o the domain of A , and we cannot control the range of T (since T

ontains non local terms). 

Assume for example that q 0 > 0. Then by using the second

quation of (4.11) we deduce that 

 (t) > 0 , ∀ t ≥ 0 . 

he map t → Q(t) = 

∫ t 
0 q (s ) ds is monotone and (possibly bounded)

herefore we define 

 

+ := sup 

t≥0 

Q(t) 

nd we define Q 

−1 : [0 , Q 

+ ) → R + the inverse function of Q ( t ). 

By using the fact that T is homogeneous we deduce that 

 (t) = e 2 ̂  τ t u (t) ⇔ u (t) = e −2 ̂  τ t w (t) 

nd system (4.11) becomes 

w (t) = T A (Q(t)) u 0 + 

∫ t 
0 T A (Q(t) − Q(s ))2 ̂

 τT (w (s )) ds 

q (t) = exp 

(
−α+ ∫ t 

0 e 
−2 ̂  τ l 

∫ 
I η(r ) w (l, r ) d rd l 

)
q 0 . 

(4.12)

etting 

 (t) = w (Q 

−1 (t))( for t ∈ [0 , Q 

+ )) ⇔ v (Q(t)) = w (t)( for t ∈ R + )

hen by using the change of variable in Lemma 4.4 , the first equa-

ion of system (4.12) becomes 

 (t) = T A (t) v 0 + 

∫ t 

0 

T A ( t − s ) 
2 ̂

 τT (v (s )) 

q (Q 

−1 (s )) 
ds. 

et 

 

 (t) := q (Q 

−1 (t)) . 

e observe that 
 t 

0 

1 ̂ q (s ) 
ds = 

∫ t 

0 

1 

q (Q 

−1 (s )) 
ds = 

∫ t 

0 

Q 

−1 (s ) ′ ds = Q 

−1 (t) (4.13)

nd 

 

 (t) = exp 

(
−α+ ∫ Q −1 (t) 

0 e −2 ̂  τ l 
∫ 

I η(r) w (l, r) d rd l 

)
q 0 

= exp 

(
−α+ ∫ Q −1 (t) 

0 e −2 ̂  τ l 
∫ 

I η(r) v (Q(l) , r) d rd l 

)
q 0 
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etting σ = Q(l) we obtain 

 

 (t) = exp 

(
−α+ ∫ t 

0 e 
−2 ̂  τQ −1 (σ ) 

∫ 
I η(r ) v (σ, r ) d rd σ

)
q 0 . 

o finally by using (4.10) we obtain the system 

 

 

 

v (t) = T A (t) u 0 + 

∫ t 
0 T A ( t − s ) 

2 ̂

 τT (v (s )) ̂ q (s ) 
ds. 

̂ q (t) = exp 

(
−α+ ∫ t 

0 e 
−2 ̂  τ

∫ σ
0 

1 ̂ q (s ) 
ds ∫ 

I η(r ) v (σ, r ) d rd σ
)

q 0 . 
(4.14) 

nd we look for the solutions of the above system only for t ∈
0 , Q 

+ ) . 
We observe that the fixed point problem is singular when 

̂ q (t)

onverges to 0. Nevertheless, one may use the above fixed point

roblem to obtain the local existence of solutions. This problem as

ell as the semiflow problem will be studied elsewhere. 

. Indirect transfer model 

In this section we consider the case ̂ τ = 0 which corresponds

o the following abstract Cauchy problem 

 

 

 

du (t) 

dt 
= (α+ p(t) − α−) Au (t) 

dp(t) 

dt 
= −(α+ p(t) − α−) 

∫ 
I η(r) u (t, r) dr 

(5.1) 

nd by using again q (t) := (α+ p(t) − α−) the mild solution is

iven by 

u (t) = T A (Q(t)) u 0 

q (t) = exp 

(
−α+ ∫ t 

0 

∫ 
I η(r ) u (l, r ) d rd l 

)
q 0 . 

(5.2) 

.1. Existence and uniqueness of solutions 

In order to deal with the existence of solutions, we can rewrite

he second equation of (5.2) as the following ordinary differential

quation 

 

′ (t) = exp 

(
−α+ 

∫ t 

0 

∫ 
I 

η(r ) T A (Q(l))(u 0 )(r ) d rd l 

)
q 0 . 

ith 

(0) = 0 . 

n order to obtain a global existence result we have the following

roperties 

emma 5.1. We have the following estimates 

a) The map t → ∫ I T A ( t )( u 0 )( r ) dr is C 1 and 

d 
∫ 

I T A (t)(u 0 )(r) dr 

dt 
= 0 . 

b) The map t → ∫ I η( r ) T A ( t )( u 0 )( r ) dr is C 1 and 

d 
∫ 

I η(r) T A (t)(u 0 )(r) dr 

dt 
= 

∫ 
I 

η(r) η′ (r ) T A (t)(u 0 )(r ) dr. 

c) The map t → ∫ I rT A ( t )( u 0 )( r ) dr is C 1 and 

d 
∫ 

I rT A (t)(u 0 )(r) dr 

dt 
= q (t) 

∫ 
I 

η(r) T A (t)(u 0 )(r) dr. 

roof. Let χ ∈ C 1 ( I ). Assume first that u 0 ∈ D ( A ). Let u (t, r) =
 A (t)(u 0 )(r) then 

d 

dt 

∫ 
I χ(r) u (t, r) dr = − ∫ 

I χ(r) ∂ 
∂r 

(η(r) u (t, r)) dr 

=−[ χ(r) η(r) u (t, r)] 1 0 + 

∫ 
I χ

′ (r) η(r) u (t, r) dr

nd since η(0) = η(1) = 0 

d 

dt 

∫ 
I 

χ(r) u (t, r) dr = 

∫ 
I 

χ ′ (r) η(r) u (t, r) dr 
he result follows by density of D ( A ) in L 1 ( I ). �

heorem 5.2. Let Assumption 2.1 be satisfied. Then the sys-

em (5.1) generates a unique continuous semiflow { U ( t )} t ≥ 0 on

 

1 + ( I, R ) × [ 0 , + ∞ ) . That is to say that for each ( u 0 , p 0 ) ∈ L 1 + ( I, R ) ×
 

0 , + ∞ ) , there exists a unique mild (or weak) solution ( u (. ) , p(. ) ) ∈
 

(
[ 0 , + ∞ ) , L 1 + ( I, R ) × [ 0 , + ∞ ) 

)
. Moreover if we define 

(t) ( u 0 , p 0 ) := ( u (t) , p(t) ) , ∀ t ≥ 0 , 

hen U is a continuous semiflow. That is to say that 

i) U(0) = I and U(t) U(s ) = U(t + s ) , ∀ t, s ≥ 0 ;
ii) The map ( t , ( u 0 , p 0 )) → U ( t )( u 0 , p 0 ) is a continuous map from

[ 0 , + ∞ ) × L 1 + ( I, R ) × [ 0 , + ∞ ) into L 1 + ( I, R ) × [ 0 , + ∞ ) . 

roof. It is sufficient to prove the global existence of solutions of

he integral equation 

 

′ (t) = exp 

(
−α+ 

∫ t 

0 

F (Q(l )) dl 

)
q 0 . 

ith 

(0) = 0 . 

ith 

 (t) = 

∫ 
I 

η(r ) T A (t)(u 0 )(r ) dr 

nd from Lemma 5.1 we deduce that F is Lipschitz continuous. The

esult follows. �

Conservation properties: By using again Lemma 5.1 it follows

hat the total number of cells is conserved 

 

I 

u (t, r) dr = 

∫ 
I 

u 0 (r) dr, ∀ t ≥ 0 , 

nd the total quantity of protein is conserved 

 

I 

r u (t, r ) dr + p(t) = 

∫ 
I 

r u 0 (r ) dr + p 0 , ∀ t ≥ 0 . 

quilibria: Each distribution u ∈ L 1 + (I) is an equilibrium solution

ith 

p = 

α−

α+ . 

.2. Asymptotic behavior 

To study the asymptotic behavior, we first set 

 (t) = 

∫ 
I 

η(r ) u (t, r ) dr and w 0 = 

∫ 
I 

η(r ) u 0 (r ) dr 

hen 

 (t) = e −α+ ∫ t 
0 w (l) dl q 0 (5.3)

Now by using the fact that u ( t , r ) is a weak solution we deduce

hat 

 (t) = w 0 (r) + 

∫ 
I 

η(r ) A 

∫ t 

0 

q (s ) u (s, r ) d sd r. 

y integrating by parts and by using Fubini’s theorem we obtain 

 

I η(r) A 
∫ t 

0 q (s ) u (s, r) d sd r = 

∫ t 
0 q (s ) 

∫ 
I η(r) ′ η(r) u (s, r) d rd s 

= 

∫ t 
0 q (s ) 

∫ 
I η(r) ′ η(r) T A (Q(t))(u 0 )(r) d rd s 

Set 

(t) := 

∫ 
I 

η(r) ′ η(r ) T A (t)(u 0 )(r ) d rd s. (5.4)

Therefore we obtain a system 

q (t) = e −α+ ∫ t 
0 w (l) dl q 0 

w (t) = w 0 + 

∫ ∫ t 
0 q (s ) ds 

H(σ ) dσ. 
(5.5) 
0 



248 J. Dyson et al. / Journal of Theoretical Biology 461 (2019) 239–253 

Fig. 3. Simulation of the indirect transfer model with ( α+ = 0 . 75 , α− = α+ / 2 and p(0) = 0 . 6 ). The initial data for cells are given by (6.2) . The initial concentration of the 

liquid is such that α+ p(0) > α− . We observe a “right transfer” which means that the cells take up protein from the surrounding environmental liquid to increase their total 

quantity of protein. 

Fig. 4. Simulation of the indirect transfer model with ( α+ = 0 . 75 , α− = α+ / 2 and p(0) = 0 . 4 ). The initial data for cells are given by (6.3) . The initial concentration of protein 

in the liquid is such that α+ p(0) < α− . We observe that the cells release protein into the surrounding environmental liquid to decrease their total quantity of protein. 
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and again (5.7) and (5.8) hold. 
The following theorem is basically saying that some solutions con-

verge to an equilibrium that depends on the initial distribution.

This result will be observed numerically in Fig. 3 for (a) and in

Fig. 4 for (b). 

Theorem 5.3. Let Assumption 2.1 be satisfied. Then the following

properties hold 

a) If 

q 0 = 

(
α+ p 0 − α−)

> 0 , 

and 

w 0 + 

∫ + ∞ 

0 

H(s ) ds < 0 (5.6)

then the map q (t) = ( α+ p(t) − α−) is a strictly positive function

which is integrable. Moreover 

Q ( ∞ ) := 

∫ + ∞ 

0 

q (s ) ds ∈ ( 0 , + ∞ ) , 
lim 

t→∞ 

p(t) = 

α−

α+ and (5.7)

lim 

t→ + ∞ 

u (t) = T A ( Q ( ∞ ) ) u 0 . (5.8)

b) If 

q 0 = 

(
α+ p 0 − α−)

< 0 , 

and 

w 0 −
∫ 0 

−∞ 

H(s ) ds < 0 (5.9)

then the map q (t) = ( α+ p(t) − α−) is a strictly negative function

which is integrable. Moreover 

Q ( ∞ ) := 

∫ + ∞ 

0 

q (s ) ds ∈ ( −∞ , 0 ) 
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Table 1 

List of parameters used in each experiment. 

Description Experiment 1 Experiment 2 Experiment 3 

Transfer Indirect Indirect Direct and indirect 

Cells Sensitive Resistant Sensitive and resistant 

liquid p(0) = 0.6 p(0) = 0.4 p(0) = 0.6 

u 0 ( r ) (6.2) (6.3) (6.6) 

α+ 0.75 0.75 0.75 

α− 0.375 = α+ / 2 0.375 0.375 

η(r) = r(1 − r) ̂ τ 0 0 0.95 

f̄ 1 0.48 0.48 0.48 

f̄ 2 0.07 0.07 0.07 

ε f̄ 1 0.05 0.05 0.05 

ε f̄ 2 0.007 0.007 0.007 

Table 2 

List of the model parameters, their descriptions, values and symbols for Experi- 

ment 4. The model is simulated with an arbitrary P-glycoproteins unit r ∈ [0, 1] 

and by using a rescaling argument F ( r ) := 10 4 r ∈ [1, 10 4 ] one gets its equivalent 

in terms of fluorescence units (f.u). Here J := ( δmin , δmax ) and J c its comple- 

ment. 

Symbol Description Values Units 

̂ τ Rate of transfer of P-gp activity 0.95 day −1 

F min Minimum value of P-gp activity 1 f.u data 

F max Maximum value of P-gp activity 10 4 f.u 

δmin Minimum threshold for transfers 10 4 ∗0.41 f.u 

δmax Maximum threshold for transfers 10 4 ∗0.46 f.u 

f̄ 1 Transfer efficiency for p value in J 0.48 −
f̄ 2 Transfer efficiency for p value in J 0.07 −
ε f̄ 1 Transfer efficiency for p value in J c 0.05 −
ε f̄ 2 Transfer efficiency for p value in J c 0.007 −
η(.) η1 (r) = r(1 − r) 

α+ 0.75 

α− α+ / 2 

P  

t  

S

q

T  

t

Q

t

l

a

l

w

Q

s

6

a

 

w  

f

Fig. 5. Direct and indirect transfer with α+ p(0) > α− , see Fig. (5). In figure (a) we 

use the model with indirect transfer only, while in figure (b) we use a combination 

of direct and indirect transfer. The initial data for cells are given in (6.6) . The initial 

concentration of the liquid is such that α+ p(0) > α−, ( α+ = 0 . 75 , α− = α+ / 2 and 

p(0) = 0 . 6 ). The time unit is one day, and we run the simulation from day 0 to day 

6. We observe that the cells take up proteins from the surrounding environmental 

liquid to increase their total quantity of protein. 
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w
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o
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P  

t  
roof. Let u 0 ≥ 0. Let us prove (a) (the case (b) is similar). Suppose

hat q 0 > 0. Then t → q ( t ) is non-increasing and remains positive.

et 

 ∞ 

:= lim 

t→ + ∞ 

q (t) ≥ 0 . 

he function t → 

∫ t 
0 q (s ) ds is increasing. Assume by contradiction

hat 

 ( ∞ ) = + ∞ . 

hen by using the w -equation of system (5.5) we obtain 

im inf 
t→ + ∞ 

w (t) ≤ w 0 + 

∫ + ∞ 

0 

H(s ) ds 

nd condition (5.6) implies that 

im inf 
t→ + ∞ 

w (t) < 0 

hich is impossible since w (t) ≥ 0 , ∀ t ≥ 0 . This implies that 

 ( ∞ ) < + ∞ 

o we must have in particular q ∞ 

= 0 . �

. Numerical simulations 

In this section we assume the transfer efficiency rates f 1 and f 2 
re defined as 

f i (r j − r k ) = 

{
f̄ i if (r j − r k ) ∈ (δmin , δmax ) 

ε f̄ i otherwise 
(6.1)

here f̄ i , for i = 1 and i = 2, represent the constant fraction of trans-

erred quantity. 
emark 6.1. ε = 0 means that the transfer occurs only if δmin <

 j − r k < δmax . ε ∈ (0, 1) means that a low quantity is transferred

hen the difference r j − r k is either very low or very large. 

Moreover the numerical simulations are obtained by using the

umerical scheme (A.3) and (A.4) . We present four experiments to

how the effect of the direct and indirect transfers. 

In the last experiment (Experiment 4), we calibrate and vali-

ate the model using experimental data developed in the work of

asquier et al. (2012) . At each time step, we use an uniform grid

ver the interval [0, 1]. 

.1. Experiment 1 

In this experiment we consider a numerical simulation corre-

ponding to sensitive cells in a dish. Those cell have a low level of

-gp expression. In this illustration the quantity of P-gp r for sensi-

ive cells will vary in between 0 and 0.25 at time t = 0 . We assume
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Fig. 6. Comparison between direct (red curve), indirect and direct transfer (blue curve) and the data (green curve), at the days 3, 4, 5 and 6. The inclusion of the quantity of 

protein released in the liquid and transferred to the cells, via the indirect transfers, gives a better fit to the experimental data. (For interpretation of the references to colour 

in this figure legend, the reader is referred to the web version of this article.) 
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that the surrounding liquid contains a quantity of protein given

by p(0) = 0 . 6 . We use the indirect transfer model only (i.e. with
 τ = 0 ) with q (0) > 0. This experiment was run with initial data u 0 

chosen as follows 

u (0 , r) = 

{
1 if 0 ≤ r ≤ 0 . 25 

0 if 0 . 25 ≤ r ≤ 1 . 
(6.2)

Since q 0 = ( α+ p 0 − α−) > 0 , the map q (t) = ( α+ p(t) − α−) is a

strictly positive function which is integrable. We observe that the

cells take up protein from the surrounding environmental liquid to

increase their total quantity of protein. In Fig. (3) we can see that

the successive curves converge to a steady state. Moreover as time

t goes to infinity we have 

Q ( ∞ ) := 

∫ + ∞ 

0 

q (s ) ds ∈ ( 0 , + ∞ ) , 

lim 

t→∞ 

p(t) = 

α−

α+ and 

lim u (t) = T ( Q ( ∞ ) ) u 0 . 
→ + ∞ 

A 
.2. Experiment 2 

In this experiment we present a numerical simulation corre-

ponding to the case q (0) < 0. In this part we use the indirect

ransfer model only (i.e. ̂ τ = 0 ). This experiment was run with ini-

ial data u 0 chosen as follows 

 (0 , r) = 

{
0 if 0 ≤ r ≤ 0 . 75 

1 if 0 . 75 ≤ r ≤ 1 . 
(6.3)

This initial distribution u 0 illustrates a density of resistant cells

n a dish. Those cells have a larger level of P-gp expression. This

eans that the quantity of P-gp r for resistant cells will vary in

etween 0.75 and 1 at time t = 0 . Moreover the surrounding liquid

ontains a quantity of protein given by p(0) = 0 . 4 at time t = 0 . 

Since q 0 = ( α+ p 0 − α−) < 0 , the map q (t) = ( α+ p(t) − α−) is

 strictly negative function which is integrable. We observe a “left

ransfer” which means that the cells release protein into the sur-

ounding environmental liquid to decrease their total quantity of

rotein. In Fig. (4 ) we can see that the successive curves converge

o a steady curve. Moreover as time t goes to infinity we have 

Q ( ∞ ) := 

∫ + ∞ 

0 

q (s ) ds ∈ ( −∞ , 0 ) , 
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Fig. 7. We report the Standard Root Mean Square Error RMSE between simulations and the observed data. We use the data at days 3, 4, 5 to 6. 
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lim 

→∞ 

p(t) = 

α−

α+ and (6.4) 

lim 

→ + ∞ 

u (t) = T A ( Q ( ∞ ) ) u 0 . (6.5) 

.3. Experiment 3 

Both direct and indirect transfer (i.e. with 

̂ τ > 0 ) with q (0) > 0.

he system constitutes two cell populations, sensitive cells and re-

istant cells. The initial data u 0 was chosen as follows 

 (0 , r) = 

⎧ ⎨ ⎩ 

1 if 0 ≤ r ≤ 0 . 25 or 0 . 75 ≤ r ≤ 1 

0 elsewhere (6.6) 

his means there are sensitive cells corresponding to a lower quan-

ity of protein (i.e. with r in between 0 and 0.25), and resistant

ells corresponding to higher quantity of protein (i.e. with r in be-

ween 0.75 and 1). To simulate the indirect transfer, we chose η(.)

s the following well adapted function 

(r) = r(1 − r) , (6.7)

nd parameter values α+ = 0 . 75 , and α− = α+ / 2 . 

.4. Experiment 4: Simulations with experimental data 

In this simulation we calibrate and validate our model using ex-

erimental data taken from the paper ( Pasquier et al., 2012 ). We

ill see that the model with indirect and direct transfer gives a

etter fit to the experimental data than the model with only direct

ransfer. 

Briefly, we recall the experiment described by the authors of

asquier et al. (2012) . The cell lines used were wild-type drug sen-

itive human breast adenocarcinoma MCF-7 and a multi-drug re-

istant MCF-7 �DOXO variant. The cells were grown in dishes. Co-

ulture experiments were used to follow cell membrane P-gp con-

ents over time, from day 0 to day 6. 

After 0, 3, 4, 5 and 6 days of co-culture a sample of 10,0 0 0 cells

as analyzed. Experimental data obtained were expressed in fluo-

escence units (f.u). According to the fluorescence (F) scale used
n cytometry, F varies between F min = 1 and F max = 10 4 . The fluo-

escence units were rescaled into an arbitrary P-glycoproteins unit

y introducing a non-linear bijection F : [0, 1] → [1, 10 4 ] defined by

 (r) = 10 4 r where r denotes the P-glycoproteins expressed on the

ell surface and F its corresponding fluorescence value. 

To calibrate the model and to estimate the parameters from

iven experimental data and observed results, we use the standard

rror ( RMSE ) of simulated and observed data. Recall that RMSE :=
 ∑ N 

l=1 (obs (t l ) − sim (t l )) 
2 /N where N is the number of observed

ata, obs ( t l ) and sim ( t l ) are the observed and simulated data at

ime t l respectively. In Table 2 we give the list of the parameters

or this experiment. 

In Fig. 6 we plot the data and the solution of our model ob-

ained for the best fit of the parameters. 

In Fig. 7 we plot the RMSE between the data and the solution

f our model obtained for the best fit of the parameters. 

. Conclusion and discussion 

Since P-glycoprotein is the main efflux pump for many

hemotherapeutic agents, genomic and non-genomic P-gp acquisi-

ion are of prime importance in the biology of resistance to anti-

ancer drugs within growing tumours. Despite two decades of in-

ense pharmacological effort s to develop P-gp blockers, also known

s chemosensitizers, no multidrug resistance reversal treatment is

urrently available on the market. Most of candidates did not pass

hase II trials of the clinical phase in drug development. Anyway,

-gp inhibition often causes unpredictable and dangerous side ef-

ects (see for example Chung, 2016; El-Awady et al., 2016 ). Phar-

acologic inhibition of efflux pumps remains challenging due to

imits in balancing toxicity risks against therapeutic gains. 

Therefore, a precise understanding of drug resistance develop-

ent in time and space gives valuable information to manage cy-

otoxic anticancer treatments and to determine the best trade-off

indow in terms of dose and pharmacokinetic. 

In this regard, the dynamics of P-gp dissemination by cell-

ell transfers has obviously been underestimated and is not taken

nto account in chemotherapy protocols. Quantitative mathematical

odels based on biological observation are therefore of prime im-
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portance in evaluating the contribution of transfers to the overall

drug resistance of tumours and, potentially, to help to determine

optimized time-courses for chemotherapy. 

In this paper, a model was formulated to describe the direct

cell-to-cell transfers and the indirect transfers with the surround-

ing environment. Cell populations were structured by a continu-

ous variable corresponding to transferable material while the time

was considered to be continuous. The model extends the previous

model developed in Hinow et al. (2009) and Pasquier et al. (2012) ,

by introducing different types of efficiency transfer rates and by

adding the indirect transfers with the liquid surrounding the cells.

The preservation of the total number of cells, and the preserva-

tion of transfer mass quantity is guaranteed. Moreover a discrete

version of the model which preserves the above conservation laws

was also presented. 

The model was able to reproduce experimental data obtained

from experiments on the consequences of cell-to-cell protein

transfer in breast cancer. Other choices of the function η could

have been used. This question is left for future investigations. 

The computations using our algorithm yield quite good results.

It is our opinion that this is due in large measure to the fact that

the discrete approximating solution has the same long-term dy-

namics as the underlying continuous system. 

In Experiment 4, we observe that the protein in the liquid may

influence (in a complex manner) the results. This quantity of pro-

tein is usually neglected by the experimenters. By comparing the

RMSE values for both scenarios, one can conclude that taking into

account both direct and indirect transfers gives a good fit of data

compared to the case with only direct transfers. 

Our work is motivated by a particular application demon-

strating the direct cell- cell transfer and the indirect transfer of

the surface protein P-glycoprotein (P-gp) present in cancer cells

( Pasquier et al., 2012 ). The significance of direct cell-cell transfer of

P-gp has potential importance in understanding the development

of resistance to cancer drugs, since P-gp is a cellular efflux pump

for many chemotherapeutic agents. 
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Appendix A. The numerical scheme 

Selecting a mesh size �r > 0, a time step �t > 0 and a final

time T > 0 we show how to obtain the approximate solution in

the interval [0, T ] × [0, 1]. We use the framework of the finite

volume method (see Leveque, 2002 for more results this topic)

and we define a generalized upwind scheme. We set for any

i = 1 , . . . , I, r 1 / 2 = 0 and r i +1 / 2 = r 1 / 2 + i �r where I is the integer

part of 1/ �r . 

We define the first mesh cell M 

�
1 

=]0 , r 1+1 / 2 [ with the mid-

dle point r 1 = �r/ 2 , and the last mesh cell M 

�
I 

=] r I−1 / 2 , 1[ with

the middle point r I = (r I−1 / 2 + 1) / 2 . We define the meshes M 

�
i 

=
] r i −1 / 2 , r i +1 / 2 [ with the middle point r i = r i −1 / 2 + �r/ 2 for any i =
1 , . . . , (I − 1) . In this way the interval [0, 1] is discretized with the

cells M 

�
i 

. We introduce the sequence t n = n �t . At the initial time,

corresponding to n = 0, we define u 0 = (u 0 
1 
, . . . , u 0 

I 
) and p 0 = p(0) .

We suppose that u n = (u n 
1 
, . . . , u n 

I 
) and p n have been constructed

for t ≤ t n , where u n 
i 

is an approximation of the exact value of u ( t n ,

i �r ). Assume the Courant–Friedrich–Lewy (CFL) restriction holds 

�t 

�r 
sup 

n,i 

| p n η(r i +1 / 2 ) | < 1 , (A.1)
e define the fluxes at boundary interfaces of the meshes M 

�
i 

=
 r i −1 / 2 , r i +1 / 2 [ by 

i −1 / 2 u 

n 
i −1 / 2 = 

{
η(r i −1 / 2 ) u 

n 
i −1 

, if α+ p n > α− or i = 1 , . . . , I 

η(r i −1 / 2 ) u 

n 
i 

otherwise. 

(A.2)

Now p (.) is approximated by a piecewise constant function p �(.)

iven by p �(t) = p n , for t ∈ [ t n , t n +1 [ , where p n is the value gener-

ted by an Euler or Runge–Kutta scheme for example. 

We obtain the following scheme for the density 

 

n +1 
i 

= u 

n 
i 

−�t 
�r 

[ α+ p n − α−] 
[
ηi +1 / 2 u 

n 
i +1 / 2 

− ηi −1 / 2 u 

n 
i −1 / 2 

]
+2 ̂

 τ�t(T n 
i 
(u 

n ) − u 

n 
i 
)) 

(A.3)

nd 

p n +1 = p n + �t 
(
α+ p n − α−) I ∑ 

i =1 

ηi u 

n 
i �r. (A.4)

here i varies from 1 to I in (A.3) , and we assume a null flux con-

ition at r = 0 and r = 1 : that is η1 / 2 u 
n 
1 / 2 

= 0 and ηI+1 / 2 u 
n 
I+1 / 2 

= 0 . 

This scheme works under the CFL condition (A.1) . Here the

ransfer operator is approximated by 

 

n 
i 
(u 

n ) = 

1 

| u 

n | 1 , �
∑ 

j∈ Z 
π(r i ) u 

n 
i − f 1 j 

u 

n 
i +(1 − f 1 ) j 

�r 

+ 

1 

| u 

n | 1 , �
∑ 

j∈ Z 
(1 − π(r i )) u 

n 
i −(1 − f 2 ) j 

u 

n 
i + f 2 j �r 

(A.5)

here the quantities i − f 1 j, i + (1 − f 1 ) j, i − f 2 j and i + (1 − f 2 ) j

re understood respectively as their integer part in the system

A.5) .These above indexes correspond to the partner cells which in-

eract directly. Here | u n | 1, � corresponds to the discrete L 1 -norm 

 u 

n | 1 , � = 

I ∑ 

i =1 

| u 

n 
i | �r 

nd 

 i := 

{
u i if i = 1 , . . . , I, 
0 otherwise. 

We can see that the total number of cells is conserved 

I 
 

i =1 

u 

n 
i �r = 

I ∑ 

i =1 

u 

0 
i �r, (A.6)

nd the total mass of transferable quantities is preserved in time 
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I ∑ 

i =1 

r i u 

n 
i �r = p 0 + 

I ∑ 

i =1 

r i u 

0 
i �r. (A.7)
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