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Abstract. To study the nonlinear dynamics, such as Hopf bifurcation,
of partial differential equations with delay, one needs to consider the
characteristic equation associated to the linearized equation and to de-
termine the distribution of the eigenvalues; that is, to study the spec-
trum of the linear operator. In this paper we study the projectors on the
generalized eigenspaces associated to some eigenvalues for linear partial
differential equations with delay. We first rewrite partial differential
equations with delay as non-densely defined semilinear Cauchy prob-
lems, then obtain formulas for the integrated solutions of the semilinear
Cauchy problems with non-dense domain by using integrated semigroup
theory, from which we finally derive explicit formulas for the projectors
on the generalized eigenspaces associated to some eigenvalues. As exam-
ples, we apply the obtained results to study a reaction-diffusion equation
with delay and an age-structured model with delay.

1 Introduction
Taking the interactions of spatial diffusion and time delay into account, a single

species population model can be described by a partial differential equation with
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time delay as follows:

ou(t,z) 0*u(t,x)

o Ox?
8u?t,x) “0 0O (1.1)

or
u(0,.) =up € C([0,7],R),

where u(t, z) denotes the density of the species at time ¢ and location z, d > 0 is the
diffusion rate of the species, r > 0 is the time delay constant, and @ > 0 is a constant.
Equation (1.1) has been studied by many researchers, for example, Yoshida [55],
Memory [36], and Busenberg and Huang [12] investigated Hopf bifurcation of the
equation.

We consider the Banach space Y = C ([0, 7], R) endowed with the usual supre-
mum norm. Define B: D(B) CY — Y by

—au(t —r,z)[1 +u(t,z)], t>0, ze€l0,7],

with
D(B) = {p € C*([0,7] ,R) : ¢/(0) = ¢' () = 0} .
Denote )
L(y) = —ay(=r), f(y) = —ay(0)y(—r).
Equation (1.1) can be written as an abstract partial functional differential equations
(PFDE) (see, for example, Travis and Webb [48, 49], Wu [54] and Faria [18]):

{ d%(tt) = By(t) + L(ys) + f(t, 1), Yt > 0, (1.2)
Yo = € C,

where

Cp:={p e C([-r0;Y): ¢(0) € D(B)},
y, € Cp satisfies y, (0) = y(t+0),0 € [-r,0], L : Cp — Y is a bounded linear
operator, and f : R x Cp — Y is a continuous map. In fact, many other partial
differential equations with time delay can also be written in the form of system
(1.2) (see Wu [54]).

In the last 30 years, partial functional differential equations have been studied
extensively by many researchers. For example, Travis and Webb [48, 49], Fitzgibbon
[20], Martin and Smith [30, 31], Arino and Sanchez [8] investigated the fundamental
theory; Parrot [38] considered the linearized stability; Memory [37] studied the
stable and unstable manifolds; Lin et al. [27], Faria et al. [19] and Adimy et al. [4]
established the existence and smoothness of center manifolds; Faria [18] developed
the normal form theory; Ruan et al. [41] and Ruan and Zhang [42] discussed the
homoclinic bifurcation. For more detailed theories and results, we refer to the
monograph of Wu [54].

In order to study the dynamics of system (1.2), such as Hopf bifurcation, we
need to consider the characteristic equation associated to the linearized equation
and to determine the distribution of the eigenvalues; i.e., to carry out the spectrum
analysis of the linear operator. The aim of this article is to obtain explicit formulas
for the projectors on the generalized eigenspaces associated to some eigenvalues for
the linear partial functional differential equation (PFDE)

{ d%t) = By(t) + L(y) vt > 0 (1.3)

Yo = ¢ € Cp.
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In the context of ordinary functional differential equations with Y = R™ (and B
is bounded), this problem has been studied since the 1970s (see Hale and Verduyn
Lunel [22]), the usual approach is based on the formal adjoint system. The method
was recently further studied in the monograph of Diekmann et al. [14] using the so
called sun star adjoint spaces, see also Kaashoek and Verduyn Lunel [24], Frasson
and Verduyn Lunel [21], Diekmann et al. [13] and the references cited therein. We
refer to Liu et al. [28] for a more recent study on this topic. Let us also mention
that the explicit formula for the projectors on the generalized eigenspaces turns to
be a crucial tool to study the bifurcations by using normal form arguments (see Liu
et al [29] in the context of abstract non-densely defined Cauchy problems).

There are a few approaches to treat problem (1.2). Webb [51] and Travis and
Webb [48, 49] viewed the problem as a nonlinear Cauchy problem and focused on
many aspects using this approach. Arino and Sanchez [9] and Kappel [25] used
the variation of constant formula and worked directly with the system. See also
Ruess [43, 44], Rhandi [40] and the references cited therein. We would like to point
out that the results and techniques in the above mentioned papers do not apply
directly to our problem, as we are not discussing the existence and local stability of
solutions for linear partial differential equations with delay. Instead, we study the
projectors on the generalized eigenspaces associated to some eigenvalues for linear
partial differential equations with delay so that we can study bifurcations in such
equations. Recently, Adimy [1, 2], Adimy and Arino [3], and Thieme [45] employed
the integrated semigroup theory (see Ezzinbi and Adimy [17] for a survey). Here we
use a formulation that is between the formulations of Adimy [1, 2] and Thieme [45]
and more closely related to the one of Travis and Webb [48, 49]. See also Adimy
et al. [4].

The rest of the paper is organized as follows. In section 2 we will show how
to formulate the partial functional differential equation as a semilinear Cauchy
problem with non-dense domain. In section 3 we recall some results on integrated
semigroup theory and spectrum analysis. Section 4 presents main results on projec-
tors on the eiganspaces. Section 5 deals with a special case for a simple eiganvalue.
Some examples and discussions are given in section 6.

2 Preliminaries

Let B: D(B) C Y — Y be a linear operator on a Banach space (Y,] |ly).
Assume that it is a Hille-Yosida operator; that is, there exist two constants, wg € R
and Mp > 0, such that (wp, +00) C p(B) and

. My
M -—-B < —= _— VA > 1.
”( ) = ()\_wB)nvv > wp, V’I”L_
Set
Y, := D(B).

Consider By, the part of B in Y, which is defined by
Byy = By for each y € D (By)
with
D(By):={ye D(B): ByeYy}.
For r > 0, set
C:=C([-r0];Y)
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which is endowed with the supremum norm

el = ,Sup ]Ilso(9)||y~

el|l—r,

Consider the partial functional differential equations (PFDE):

{ d%t) = By(t) + L(y:) + f(t,w),Vt > 0, (2.1)
Yo =¢ €Cp,

where y; € Cp satisfies y; (0) = y(t+0),6 € [—r,0], L:Cp — Y is a bounded
linear operator, and f : Rx Cp — Y is a continuous map. Since B is a Hille-Yosida
operator, it is well known that By, the part of B in Y[, generates a Cy-semigroup
of bounded linear operators {I,(t)},~, on Yy, and B generates an integrated
semigroup {Sg(t)},5, on Y. The solution of the Cauchy problem (2.1) must be
understood as a fixed point of

t
ymzmww@+iésw—@ﬁ@wwmwh&
Since {T’g,(t)};>( acts on Yy, we observe that it is necessary to assume that
©(0) € Yo = ¢ € Cp.
In order to study the PFDE (2.1) by using the integrated semigroup theory, we con-
sider the PFDE (2.1) as an abstract non-densely defined Cauchy problem. Firstly,
we regard the PFDE (2.1) as a PDE. Define u € C ([0, +00) X [-7,0],Y) by
u(t,0) =y(t+0), vt >0, V0 € [-r,0].

Note that if y € C! ([—r,+00),Y), then

Ou(t, )

ou(t,0)
ot '

_ _
=y (t+0)= 50

Hence, we must have

Ou(t,0)  Ou(t,0)

=0, Vt>0, V6 e [—r0.

ot 00
Moreover, for § = 0, we obtain
Ou(t,0) , -~ ~
22—y () = By()+ L)+ () = Bult, 0)+ Lult, )+ £(t,u(t, ), ¥t = 0.

Therefore, we deduce formally that v must satisfy a PDE
du(t,0)  Ou(t,0) 0
¢ o0 7
Ou(t,0) ~
— Bu(t,0) + L(ult, ) + f(t,ult, )), ¥t > 0,
u(0,.) = € Cp.
In order to rewrite the PDE (2.2) as an abstract non-densely defined Cauchy prob-

lem, we extend the state space to take into account the boundary conditions. This
can be accomplished by adopting the following state space

X=YxC

taken with the usual product norm

)
()] =toth + 1.

(2.2)




Projectors on the Generalized Eigenspaces for PDEs with Time Delay 5

Define the linear operator A: D(A) C X — X by
A
A(OY>:< WO)*,B‘P(O)),V<OY)eD(A) (2.3)

¥ ¥ 2

with
D(A) = {0y} x {p € C* ([-,0].Y), ¢(0) € D(B)}.
Note that A is non-densely defined because
Xy = D(A) = {Oy} X CB 75 X.

We also define L : Xy — X by

L<Osz>:(io(f)>

and F : R x Xog — X by

Set

o= ( o )

Now we can consider the PDE (2.2) as the following non-densely defined Cauchy
problem
du(t)
dt

= Av(t) + L(v(t)) + F(t,v(t)), t > 0; v(0) = ( 0; ) €Xo.  (24)

3 Some results on integrated solutions and spectra

In this section we will first study the integrated solutions of the Cauchy problem
(2.4) in the special case

T (1 )0 o= () Jex @

where h € L' ((0,7),Y). Recall that v € C ([0,7],X) is an integrated solution of
(3.1) if and only if

/t v(s)ds € D(A),Vt € [0,7] (3.2)
0

o(t) = < 0; )+A/Otu(s)ds+/ot< hs) >ds. (3.3)

In the sequel, we will use the integrated semigroup theory to define such an inte-
grated solution. We refer to Arendt [5], Thieme [46], Kellermann and Hieber [26],
and the book of Arendt et al. [6] for further details on this subject. We also refer
to Magal and Ruan [33, 34, 35] for more results and update references.

From (3.2) we note that if v is an integrated solution we must have

t+h L
v(t) = lim l/t v(s)ds € D(A).

0= uy )

and

Hence
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with
u e C([O,T],CB).

We introduce some notations. Let L : D(L) C X — X be a linear operator on a
complex Banach space X. Denote by p(L) the resolvent set of L, N (L) the null space
of L, and R(L) the range of L, respectively. The spectrum of L is 0 (L) = C\p(L).
The point spectrum of L is the set

op(L):={AeC:N (A —L)#{0}}.
The essential spectrum (in the sense of Browder [11]) of L is denoted by oess (L) .
That is, the set of A € o (L) such that at least one of the following holds: (i) R(\ —
L) is not closed; (ii) A is a limit point of o (L) ; (iil) NA(L) := Uzey N (()\I - L)k>
is infinite dimensional. Define
X = N(o-D)").
n>0
Let Y be a subspace of X. Then we denote by Ly : D(Ly) C Y — Y the part of
L on Y, which is defined by
Lyy=Ly,Yye D(Ly)={ye D(L)NY : Ly € Y}.

Definition 3.1 Let L : D(L) C X — X be the infinitesimal generator of a
linear Co-semigroup {7 (t)};, on a Banach space X. We define the growth bound
wo (L) € [—o00,+00) of L by

In ([|7]
wo (L) := lim <” L(t)HL(X)>.

t——+00 t
The essential growth bound wp ess (L) € [—00,+00) of L is defined by
In ([|77%(¢)

less)

W0, ess (L) = t—lg—noo n 5

where ||Tp(t)||.., is the essential norm of 77, (¢) defined by
T2 ()]l ess = £ (T (1) Bx (0,1)) ,
here Bx (0,1) = {z € X : ||z||x <1}, and for each bounded set B C X,

k(B) =inf {¢ > 0 : B can be covered by a finite number of balls of radius < e}

€ess

is the Kuratovsky measure of non-compactness.

We have the following result. The existence of the projector was first proved by
Webb [52, 53] and the fact that there is a finite number of points of the spectrum
is proved by Engel and Nagel [16, Corollary 2.1, p. 258].

Theorem 3.2 Let L : D(L) C X — X be the infinitesimal generator of a
linear Cy-semigroup {Tr(t)} on a Banach space X. Then

wp (L) = max (wo,ess (L), /\eU(g)l?;( w Re (A)) .

Assume in addition that wo ess (L) < wo (L) . Then for each v € (wo,ess (L) ,wo (L)],
{Aeo(L):Re(N) >~} C op(L) is nonempty, finite and contains only poles of
the resolvent of L. Moreover, there exists a finite rank bounded linear operator of
projection Il : X — X satisfying the following properties:

(@) TA—L) ' =W\—-L) '"ILVA € p(L);
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(b) o (Lux)) ={A€a (L) :Re(N) = };
(©) o (Lu-mx)) = o (L) \ o (Lnx)) -
In Theorem 3.2 the projector II is the projection on the direct sum of the

generalized eigenspaces of L associated to all points A € o (L) with Re (A) > v. As
a consequence of Theorem 3.2 we have following corollary.

Corollary 3.3 Let L : D(L) C X — X be the infinitesimal generator of a
linear Cy-semigroup {Tr(t)} on a Banach space X, and assume that wg ess (L) <
wo (L). Then

{Aea (L) :Re(A) > wpess (L)} Cop (L)

and each \ € {Ae o (L) :Re(X) > wpess (L)} is a pole of the resolvent of L. That
is, \ is isolated in o (L), and there exists an integer ko > 1 (the order of the pole)
such that the Laurent’s expansion of the resolvent takes the following form
M-L)"'= > (A=x)"B),
n:—ko
where {B)\°} are bounded linear operators on X, and the above series converges in
the norm of operators whenever |\ — Ao is small enough.

The following result is due to Magal and Ruan [35, see Lemma 2.1 and Propo-
sition 3.6].

Theorem 3.4 Let (X,|.||) be a Banach space and L : D(L) C X — X be

a linear operator. Assume that p(L) # 0 and Ly, the part of L in D(L), is the
infinitesimal generator of a linear Cy-semigroup {Tr, (t)}t20 on the Banach space

D(L). Then

o(L)=0(Ly).
Let Xo := D(L), IIy : D(L) — D(L) be a bounded linear operator of projection.
Assume that

Iy (M — Lo) ™' = (M — Lo) 'y, VA>w
and

11, (D(L)) C D(Lg) and Lo |Ho( is bounded.

D(L))

Then there exists a unique bounded linear operator of projection I1 on X satisfying
the following properties:

(i) IT |55= Io.
(ii) II(X) C D(L).
(iii) A — L)' = (M — L) ' ILVA > w.

Moreover, for each x € X we have the following approximation formula

[z = lim oA (M — L) 2.
A——+oo
We return to the Cauchy problem (3.1) and investigate some properties of the
linear operator A.

Theorem 3.5 For the operator A defined in (2.3), the resolvent set of A sat-
isfies
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Moreover, for each A € p(A), we have the following explicit formula for the resol-
vent of A :
@
(M- A)”
() () "
e (A - B)~ ¥ [0 (0) + a] + [, X0~ (s)ds.

Proof Let us first prove that p(B) C p(A). If A € p(B), for < Z ) € X we

must find ( O ) € D(A) such that

(0
Oy [0
o= ()=(1)
- Y'(0) — By (0) =«
A= =
- (M — B)¥(0) = a+ ¢ (0)
A=) =
(A = B)¥(0) = a+ ¢ (0)
<~

0 (0) =00 (9) + [ XD 1) a0 > D
(A = B)(0) = a + ¢ (0)
T v (8) =0 0) — Jy O Ve 1) dl, 0 € [-1,0],
&P (5) — M (M = B) o+ ¢ (0)] - ff 0Dy (1) dl, V0 € [-1,0].

Therefore, we obtain that A € p(A) and the formula in (3.4) holds.

It remains to prove that p(A) C p(B), that is o(B) C o(A). First, from the
above computations we have the following result

R(AI—A):{(?‘D)eX: a—i—go(O)eR()\I—B)}. (3.1)
Moreover, we have
y € N(\ — B)
»(0) = eMy.
Thus if A € op(B) (the point spectrum of B) then there exists y € N (A —B)\{0y },
and a vector (2;) € N(M — A)\ {0¢} with ¥(8) = e*y. Thus A € op(A).

Assume that A € 0(B)\ op(B). Then N(A — B) = {0y }, and since p (B) # 0,
we deduce that B is closed. So if R(A — B) = Y, by using Theorem I1.20 p.30
n [10], we deduce that (A — B) is invertible, that is, (AI — B) is a bijection from
D(B) into Y, and there exists C' > 0 such that

<OJJ/> eN( —A) & JyeD(B) {

o <c

so A € p(B), a contradiction.

We deduce that A € o(B)\op(B), then N(AI—-B) = {0y } and R (A] — B) #Y.
Thus N(Al — A) = {O¢}. Therefore (A — A) is one-to-one but not onto because
of (3.1). Thus o(B) C o(A) and this completes the proof of Theorem 3.5. O
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Lemma 3.6 The linear operator A : D(A) C X — X is a Hille-Yosida opera-
tor. More precisely, for each wa > wpg, there exists My > 1 such that

M
A Vn > 1A > wa. (3.5)

H(M_A)_n L6 S mwa)”

Proof Let wgq > wp. Since B is a Hille-Yosida operator on Y, following Lemma
5.1 in Pazy [39], we can find an equivalent norm |.|y, on Y such that

’()\I—B)_lx‘g |L YA > wp, VreY.
— WwB

Then we define |.| the equivalent norm on X by

(67
o )| =lol + Il

l¢ll,, = sup [e74%p(0)].
oe[—r,0]

where

Using (3.4) and the above results, we obtain for each A > wy that

o ()

0
< s [ = B o) ol e [0 o (s)as
0c]—r,0] 0
1 0
< s {ew”e“’nw(ﬂﬂa w00 [L et |
9c[—r,0] A—wp 0
1 e—wAee)\Q efwAee)\O [ef(kfwA) _1]
= al+ sup |[——|p(0)]+
sl s (5l )] - el

1
< 5= lal+lell,]

=11

A — waA
Therefore, (3.5) holds and the proof is completed. O

Since A is a Hille-Yosida operator, A generates a non-degenerated integrated
semigroup {Sa(t)},~, on X. It follows from Thieme [46] and Kellerman and Hieber
[26] that the abstract Cauchy problem (3.1) has at most one integrated solution.

Lemma 3.7 Let h € L' ((0,7),Y) and ¢ € C([-r,0],Y) with p(0) € Y.
Then there exists an unique integrated solution t — wv(t) of the Cauchy problem
(3.1) which can be expressed explicitly by the following formula

0= uy )

u(t) (0) =y(t+0),vt € [0,7],V8 € [-r,0], (3.6)

with

where
_ e, te -0,
ylt) = { T, (t)¢p (0) + (Spoh)(t), te(0,7]
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and .
d
(Sgoh)(t):= %(SB xh)(t), (Sp*h)(t):= / Sp(t — s)h(s)ds.
0
Proof Since A is a Hille-Yosida operator, there is at most one integrated solu-

tion of the Cauchy problem (3.1). So it is sufficient to prove that u defined by (3.6)
satisfies for each ¢ € [0, 7] the following

() =000

(5= (5 )4 ) (F40%) o

/Otua) (O)dl:/()ty(l+9)dl=/9t+ey(s)ds

and y € C([-r,7],Y), the map 6 — f(f u(l) (9) dl belongs to C* ([-r,0],Y). We
also observe that

[uooa = [yaya= [ 15,000+ 5 onaa

and

Since

_ A%Emwmm+@wmweDw»

therefore, (3.7) follows. Moreover,

A( 0(;/ ) _ ( —w’(O);Bw(O) )

whenever ¢ € C1 ([-r,0],Y) with ¢(0) € D(B). Hence

g ) = CPORE )
- _<0>+<—wm—ww+3ﬁm@@>.

2 y(t+.)
Therefore, (3.8) is satisfied if and only if
t ¢
y(t) = p(0) + B / y(s)ds + / h(s)ds. (3.9)
0 0

Since B is a Hille-Yosida operator, we deduce that (3.9) is equivalent to

y(t) = T, (1)(0) + (S o h)(?).
The proof is completed. O

Recall that Ag : D (Ag) € D(A) — D(A), the part of A in D(A), is defined by
(%) =a(%) (%) eru
D(AO):{< O; ) eD(A):A( 0(; > e(A)}.

where
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From the definition of A in (2.3) and the fact that
D(A) = {0y} x{p € C([-r,0],Y), #(0) € Yo},

we know that Ay is a linear operator defined by
where

T e
D (Ao)

= {< 0;’ ) € {0y} x {p € C* ([-7,0],Y) : 9(0) € D(B), —¢'(0) + Bp(0) = 0}'

Now by using the fact that A is a Hille-Yosida operator, we deduce that Ag is the
infinitesimal generator of a strongly continuous semigroup {7'4,(t)},~, and

Oy
o =10 ()
is an integrated solution of
du(t)
Sdt

Using Lemma 3.7 with h = 0, we obtain the following result.

= Au(t), t >0, v(0) = ( ngy ) € X,.

Lemma 3.8 The linear operator Aq is the infinitesimal generator of a strongly
continuous semigroup {Ta,(t)},~, of bounded linear operators on D(A) which is

defined by 0
Oy _ Y
w0 (%) = ( 2t ) )
where
Tu e 0)={ [ CF0e0 izt

Since A is a Hille-Yosida operator, we know that A generates an integrated

semigroup {Sa(t)},~, on X, and t — S4(?) < Z ) is an integrated solution of

dv(t)
dt

Since Sy () is linear we have

sa) (1) =sa0 (% ) +sa0( ).
Sa(t) ( O;’ ) :/OtTAO(l)( O;” )dl

and S4(t) < g > is an integrated solution of

:Av(t)—|—<32),t20, v(0) = 0.

where

dz:lit) = Av(t) + ( ; ) >0, v(0) = 0.

Therefore, by using Lemma 3.7 with h(t) = y and the above results, we obtain the
following result.
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Lemma 3.9 The linear operator A generates an integrated semigroup {Sa(t)},>q

on X. Moreover,
SA(t)( Z ) B ( §A(t())¥y,cp) ) ( z ) =

where §A(t) is the linear operator defined by

Sa(t) (y,¢) = Salt) (0,) + Sa(t) (y,0)

with
t

~

8a(1) (0, ) (6) = / To (5)() (6) ds = /

—0
Tp, (s + 0)p(0)ds + / (s +0)ds
—0 0

and

~ Sp(t+0)y, t+6=>0,
S 0y (0) = { =0 EZD

Now we focus on the spectra of A and A+ L. Since A is a Hille-Yosida operator,

so is A+ L. Moreover, (A+ L), : D((A+ L),) C D(A) — D(A), the part of A+ L
in D(A), is a linear operator defined by

(A+L)O( O; ) - ( (30’7 ),v( 0;” ) eD((A+1L),),

where
D((A+1L)y) =

{(% ) e xtoec (=r01v)s w0 € D(B). (0= B0+ L)}
From Theorems 3.4 and 3.5, we know that
o0 (B)=0(A) =0 (Ag) and o (A+ L) =0 ((A+L),).
From (3.10), we have
Ta,(1) (9) () = T, (r+ 6) T, (0~ 1) (0) £ > 7.0 € [.0].
Therefore we get

wO,ess(AO) S wO,ess(BO)‘ (32)

In the following lemma, we specify the essential growth rate of the Cy-semigroup
generated by (A + L), in some cases. Unfortunately, this problem is not fully un-
derstood.

Lemma 3.10 Assume that one of the two following properties are satisfied:

(a) For each t > 0, EfAO (t) is compact from C into Y.
(b) For each t >0, Tp,(t) is compact on Y.
Then we have
WO,ess((A + L)O) < WO,ess(BO)-

Proof For Assumption (a) the result is a direct consequence of Theorem 1.2
in Ducrot et al. [15] or the results in Thieme [47]. The case (b) has been treated
by Adimy et al. [4, Theorem 2.7]. O
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From now on we set
Q={AeC: Re(N) > woess((A+L)o)}
From the discussion in this section, we obtain the following proposition.

Proposition 3.11 The linear operator A+ L : D(A) C X — X is a Hille-
Yosida operator. (A+ L), is the infinitesimal generator of a strongly continuous

semigroup {T(AJrL)o(t)}tzo of bounded linear operators on D(A). Moreover,

Tan,® (%)= ( 2o ) (31

Tias), (1) (9) (0) = y(t +6), ¥t >0, V0 € [-r,0],

with

where
o(t), vt € [-r,0],
y(t) = Tg, (t) 7
B, (t)p(0) + (SpoL(y)) (1), Vt=0.
Furthermore, we have that
oc((A+L))NQ=0p((A+L)e)NQ={Ae€Q: N(A(N) # 0},
where A(X) : D(B) CY — Y is the following linear operator
AN =M —-B-L(My). (3.11)

Then each Ao € o ((A+L),) NQ is a pole in Q of (A — (A+L))~". For each
Y > woess((A+ L)), the subset {\ € o (A+ L),) : Re(X) >~} is either empty or
finite.

Proof The first part of the result follows immediately from Lemma 3.7 ap-
plied with h(t) = L (y¢), and the last part of the proof follows from Theorem 3.2,
Corollary 3.3, and Theorem 3.4. O

4 Projectors on the eigenspaces

Let A\g € 0 (A+ L) N Q. From the above discussion we already knew that Ag
is a pole of (AI — (A + L))™" of finite order ko > 1. This means that Ao is isolated
in 0 (A4 L) and the Laurent’s expansion of the resolvent around g takes the

following form
+oo

M—(A+L)" = > (A=X)" By (4.1)
n:—klo
The bounded linear operator Biol is the projector on the generalized eigenspace of
(A + L) associated to Ag. The goal of this section is to provide a method to compute
Biol We remark that

+oo
A=20) A= (A+L)7 =Y (A= 2)" By,
m=0
So we have the following approximation formula
1 dro! -
Xo 1 _ ko _ 1
BY =l e T ((A Ao)* (AT — (A + L)) ) L (42)
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In order to compute an explicit formula for the resolvent of A + L we will use
the following lemma.

Lemma 4.1 Let A: D(A) C X — X be a linear operator on a Banach space

X with p(A) # 0. Let B : D(A) — X be a bounded linear operator. Then for each
A € p(A) we have

Aep(A+B) a1 €p<B()\I—A)_1).
Moreover, for each A € p (A + B) we have

M-—A-B) "=\ —A)"" [I ~ B\ — A)_l}

1
I—B(/\I—A)_l} —I+BOM —-A-B)"!

Proof Assume first that 1 € p (B (M — A)71> . Then

O -A-B) (-4 [1-BOT- 4]

_ [1 —~ B\ — A)ﬂ [1 ~B(\ - A)*l} o

and

-1

(M — A)~! [1 ~B(M - A)_l] (M — A - B)

= (\[— A)~ [1 ~ B\ - A)—l} B (1 ~ B\ - A)—l) (M — A)

= Ip(a)-
Thus A € p(A+ B), and

M—A—B) " =0I—A)" [I ~ B\ - A)*l}
Conversely, assume that A € p (A + B), then
[1 ~B(M - A)ﬂ [I + B - A- B)*l}
- {I—B(AI—A)*] {(MfAfB)(MfA—B)*+B(A17A73)*1
- [I ~ B — A)—l} [(AI CA) M —A— B)—l}
=M—-AWMN-A-B ' —B\NM-A-B) '=1I
and
[I B —A— B)_l] [I ~ B\ - A)‘l]
= [(AI —A)(A[— A - B)ﬂ [I —~ B\ - A)’l}

=M —A)MN—-A-B) "N —A-B](M—-A)"
=1
Thus, 1 € p (B (M — A)’l) and

[I—B(AJ—A)*} " I4BO-A-B)
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This completes the proof. O

In order to give an explicit formula for B_17 we need the following results.
Lemma 4.2 We have the following equivalence:
AEp(A+L)NQ < A(N) is invertible.

Moreover, we have the following explicit formula for the resolvent of A+ L

()\I—(A+L))1<Z>: ( 01;’ )

<~
P (0) = fgo M09 (5) ds + eMA ()\)_1 [04 +¢(0)+ L (IO M=% (s) ds)} )
(4.3)

Proof We consider the linear operator A, : D(A) C X — X defined by

Ay( Oy ) _ ( —¢'(0) + (B = 7T) (0) ) v( 0(;/ > e D(A),

¥ ¥

L7< 0;/ ) _ ( f(sa)(;rcw(()) >

A+L=A,+L,

and

Then we have

Moreover,
wo (Bo — 1) = wo (Bo) — -
Hence by Theorem 3.5, for A € C with Re (A\) > wp (Bo) — v, we have A € p(4,)

and
— « Oy
(”‘A”’l(w):(U (4.4)
s P(0) = e (M — (B —~I) a] + [, MO (s) ds.

Therefore, for each A € C with Re (A\) > wo (BO) —7, by Lemma 4.1 we deduce that
[AI — (A, + L,)] is invertible if and only if I — L, (A — Av)_l is invertible, and

(M = (Ay+ L)) P = (M — A" [I — L, (M — Av)’l} o (4.5)
:Zilalso know that [I — L, (M — An,)_l} ( g ) = ( g ) is equivalent to ¢ = @
a— L (e’\' (M — (B —~I))"" ) ()\I (B —~I))"! }
A+ E(e)"(AI—(B—fyI) —i—f Me=9)G (s ds) ]
+y (M = (B - 71)) 15(0)
Because

a— (e/\' (M — (B — 71))*1 a) M= (B —~I)""
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=ANAM =(B-~)""a

and B is closed, we deduce that A (\) is closed, and by using the same arguments
as in the proof of Theorem 3.5 to

AN A = (B-~) " a

T (X A.—s)
Al L(e (M — (B —~I))” +f 3(s ds)]
7 (M = (B - 71)) ¢ (0)
we deduce that [ L,(A\N[—-A,)” } is invertible if and only if

AN = [M ~B-1 (e)"I)}
is invertible. So for A € Q, [\ — (A + L)] is invertible if and only if A(X) is

invertible.
Moreover,
1 ~
=Ly (A= A,)7"] (3)=<0‘)
=1, (A = 4,) o 0
is equivalent to ¢ = @ and

a=(\—(B-~D)AN"

+y(AM = (B - 71)) ¢ (0)

(4.6)
Note that A+ L = A, + L,. By using (4.4), (4.5) and (4.6), we obtain for each
~ > 0 large enough that

()\I—(A+L))1< . ) - < e )

<
¥ (0) = M (AT — (B ~I) "l +f0 MO=9) () ds
LA (A a+L( (B - *yI)) )—l—f_oe/\('_s)(p(s)ds) ]
7(/\1— (B=~I))"" ¢ (0)
but

(A= (B=+1) " ¢ (0) + AN [L (M) +91] (M = (B =D) ™" ¢ (0)
( A - B - L( 1)]_1 [E(ew)+B—AI+AI—(B—71)D
(M = (B=+1))"" ¢ (0)

(I I+M-B-1L (e’\‘I)]_l I\ — (B 71)]> (AT = (B —~I)) " (0)
)\I B- L( 1)}71@(0)
and the result follows. 0

Next we introduce the following operators Il : Xo—Cand F:Y — X such

that
1(%) - s o (2).

Then from Lemma 4.2 we have:
M — (A+ L) "Fa=A""Na, VA€ p(A+L)NQ, VaeY. (4.7)

62—|—E<e)" (M —(B—=~I))" —|—f A=9)G (s) ds) ]
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Since A — (M — (A + L))~ is holomorphic from €2 into £ (X), we deduce from
the above formula that the map A — A~!()) is holomorphic in . Moreover,
by Proposition 3.11 we know that A=!(.) has only finite order poles. Therefore,
A~1()) has a Laurent’s expansion around \g as follows
+oo
AN =)0 (A=20)"An, Ay €LY), Y > k.

TL:*’k\:o
From the following lemma we know that Eo = kp.

Lemma 4.3 Let \g € 0 (A+ L)NQ. Then the following statements are equiv-
alent

(a) Ao is a pole of order ko of (\ — (A+L))™".
(b) Ao is a pole of order ko of A(X)™".
(c) A=20)" AN #£0 and Jim (A~ X)) AN = 0.

Moreover, if one the above assertions is satisfied, then for each n > —kq,
R(Ay) € D(B)

lim
A—>A()

and
BA, € L(Y).

Proof The proof of the equivalence follows from the explicit formula of the
resolvent of A+ L obtained in Lemma 4.2. It remains to prove the last part of the
lemma. Let Mg € o (A + L)N< be a pole of order kg of the resolvent of A — A (A) ™",
Let v € p(B). Then by Proposition 3.11, A € p(A+ L) N Q < A ()) is invertible.
But

AN =vI-B+C,(A)
with
Cy () = (M =T =L ().

So by Lemma 4.1, if A ()) is invertible then 1 € p ([ —Cy (A (4] — B)—l) and

AW =(T=B) 1=, () (T - B)7]
Clearly A — C, (A) is holomorphic, Ay is pole of order kg. It follows that

1 too _
- ar=-B7 = 3 (- A;

n:—ko

and by the uniqueness of the Laurent’s expension we obtain

A, = (yI—B) ' AY, Vn > —k.

This completes the proof. O
Lemma 4.4 The operators A_q, ..., A_y, satisfy
Ay
JANED 0
Ak, (Mo) : =
A_kot1 0
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and
(Agy Agoyr o+ Ay A YAp(M)=(0 - 0),
where Ay, (o) is the following operator matriz (from D(B)* into Y*0)
AP (o) AW (Ng) AP (Xg) /2t - Al (Ng) / (ko — 1)!
0 . . . .
Ak, (Ro) = : 0 A (X) /2!
: : AWM (Ng)
0 0 A(O)()\o)
where
AN =AN =M -B-L(My)
and
A () = d‘i; (M =LZ(eMD), =1

Proof We have

+o00 too
A=) T =A(N (Z (A - Ao)"Anko> = (Z (A - A@"Anko) AN

n=0 n=0
and
AN =A(No) + [()\ o) I — (Z (M)~ L (e*o-f))} .
So
o0 (n)
AN =200+ Y (A B
Hence,

(A= )\o)ko I = (Jri (A =Xo)" Nn;ﬂ@o)) (f (A —=Xo)" Ank0> .

n=0 n=0

By using the last part of Lemma 4.3, we know that for each n > —kq, A(©) (M) Ay =
A (Ag) A, is bounded and linear for Y into itself, so we obtain

+oo n _
n e AM=E) (X
A== (A =2)"> :7( O)Ak,ko

n=0 = (k!
and
+oo n —
ko 1 _ 2 : nj : A=F) (/\O)
()\ - )\0) I — ] ()\ - )\0) k:O Ak,kow.

By the uniqueness of the Taylor’s expansion for analytic maps, we obtain that for
n e {0, vy ko — 1},

n A(n—k) ()\0) n A(n—k) ()\0)
0= ,;A’“*’“O (n—k)! ;;J (n —k)! Bie=ko:

Therefore, the result follows. O
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Now we look for an explicit formula for the projector Bi(’l on the generalized
eigenspace associated to Ag. Set

0
Ty (V) (9) (6) = /0 A0 (s) ds

2900 (( g )) (0) := e [oﬁ-g@(O) +L (/OeM-—Shp(s)ds)] .

Then both maps are analytic and

and

Orn

(M —(A+ L) ( g ) Tl T () O+ AN D, (/\)< “ )(0)

We observe that the only singularity in the last expression is A (A\) ™" . Since ¥,
and ¥, are analytic, we have for j = 1,2 that

no =3 O ),

n=0

where |\ — )\g| is small enough and L7 (.) := dn;](),vn > 0,Vj = 1,2. Hence, we
get
. 1 dro~t ko
n + ko )\ )\0)71+1 1
=1 L, (A
AEEO kofl'g n+1)! n! n(%0)

=0

and
1 dk‘ofl

lim

Jim eyt A0 AN T 2 ()

B i 1 dko—l [ +oo \ \ n+k0A +o0 (>\_/\O)nL2 \
= (ko — 1)l dX\ko—1 Zk (A=0) n ZOT 7(Ao)
. 1 dro—1 [ [ . +o0 A=) o
~ M - Dl (Z (A=) Am) (Z o)
n=0 n=0
) 1 dkofl _+oo n - (}\ )\0) ,
= Jlm (ko — 1)1 dAko—1 DD =) A ko~ Lj (%)
L= 035=0
1 dko—1 _+°° N n )
= e - iRt D A= 2)" 3 Anmj, 'L (Ro)
n=0 7=0
k‘g 1

Z .A 15 L3 (Xo).
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From the above results we can obtain the explicit formula for the projector B9
on the generalized eigenspace associated to Ao, which is given in the following
proposition.

Proposition 4.5 Each Ao € 0 ((A+ L)) with Re(Ao) > woess((A+ L)) is a
pole of (M — (A + L))flof order kg > 1. Moreover, kg is the only integer such that
there exists A_g, € L(Y) with A_y, # 0, such that

Ay, = Jim (A~ o)A

Furthermore, the projector Bi"l on the generalized eigenspace of (A+ L) associated
to \g is defined by the following formula

A a Or
B - o , 4.9
5 ( j ) Z;_OlﬁA”L?(AO)( o ) (49)

¥
where
1 dot ko -1 .
A_j B Alin}}o mm ((/\ N )\0) A()\) ) v J = 13 ---ako,
0
Lg (N < Z ) =M [a+sﬂ(0) +L </ =90 (s) ds)] ’
and '

s0(5) = i [500(2)]

J i—

di=k ~ (1% . ,
chl?gke)\gd)\jfk |:Oz—|-(p(0) +L (/ ek(. )QL?(S) d8>:| y J Z 17

k=0

in which

oo+ ([ )| <2 ([ (-9 e as) izt

5 Projector for a simple eigenvalue

In studying Hopf bifurcation it usually requires to consider the projector for a
simple eigenvalue. In this section we study the case when Aq is a simple eigenvalue
of (A+ L). That is, A is a pole of order 1 of the resolvent of (A 4+ L) and the
dimension of the eigenspace of (A + L) associated to the eigenvalue \g is 1.

We know that Ag is a pole of order 1 of the resolvent of (A 4 L) if and only if
there exists A_1 # 0, such that

A_p= lim A=X)AN) .
A— Ao

From Lemma 4.4, we have
AflA ()\0) =0and A ()\0) A,1 =0.
Hence

Ay {By +L (6“'2/)] = XoA_1y,Vy € D(B),

|:B + Z (EAO'I):| A_ly = /\OA_ly,Vy ey.
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So if we assume that A\g is a pole of order 1 of A ()\0)_1, then )\ is simple if and
only if dim [N (A (X\g))] = 1. Hence,

A=W )y y Vao-

Since
[B + Z (GXO'I):| A,1 = )\0A,1,

we must have V), € D(B) and
A(Xo) Vi, =06 BVy, + L (X Vy,) = AoVay, (5.1)

so V), is an eigenvector of A (\g),, the part of A(\g) in D(B) (which is the
infinitesimal generator of a Cp-semigroup).

Since B is not densely defined, the characterization of Wy, € Y* is more
delicate. First, since

A,1 [B —+ Z (GAO'I):| = )\0A,1,
it follows that

(Wag: By+L (™)) =X (Wayt)y.ys WeDB).  (52)

=Y

So Wy, |W (the restriction of W), to D(B)) is an adjoint eigenvector of A (Ag), ,

the part of A (A\g) in D(B). But D(B) is not dense (in general) in Y, so A(Ag)* is
not defined as a linear operator on Y*. In order to characterize W),, we observe
that WY =Wy, \WG N (A (Xo)g) > and by Theorem 3.4

m <W&A(M—(B+E@MJD)Ay> Yy ey.

w vy = i
< )\ovy>Y Y )\~l>+oo Yi Yo

Since kg = 1 and

#1(5)= | sz (2
o (8 )= fare@+I(f EICEI )]

we can see that B2y B9 = B9 if and only if

A4A4[1+E</®&“@>}A_L (5.3)

Therefore, we obtain the following corollary.

with

Corollary 5.1 g € 0 ((A+ L)) is a simple eigenvalue of (A+ L) if and only
if
lim (A—X)°A(N) =0

A—Xo
and
dim [N (A (Ao))] = 1.
Moreover, the projector on the eigenspace associated to Ag is

Oy
(0%
Bﬁ( ):

MOA [Oé +0(0)+1L (fo eM (=9 (s) ds)] ] ) (5.5)
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where
Ay = (W5, )Va
in which
Vao € D(B)\ {0}, BV, + L (XV3,) = AoVa,, W, €Y7\ {0},
<W>\oa By + E (€>\'y)>Y* v = )\O <W>\oay>Y*7Y ) Vy € D(B)v
and

0
A*l = A,l |:I+ L </ e)‘o'ds>} Afl.

6 Comments on semilinear problems and examples

In this section we give a few comments and remarks concerning the results
obtained in this paper. In order to study the semilinear PFDE

d%it) = By(t) + L (ye) + f (), ¥t > 0,

¥ =p€Cp={pecC([-0;Y): ¢(0)c D(B)},
we considered the associated abstract Cauchy problem
du(t)
dt

where

(6.1)

Ogn
@

= Av(t) + L(v(t)) + F (v(t)),t >0, v(0) = (

(2)-(9)
® 0
By using Lemma 3.7 we can check that the integrated solutions of (6.2) are the
usual solutions of the PFDE (6.1).

Now we are in the position to investigate the properties of the semiflows gen-
erated by the PFDE by using the known results on non-densely defined semi-linear
Cauchy problems. In particular when f is Lipschitz continuous, from the results of

Thieme [45], for each ¢ € Cp we obtain a unique solution ¢ — y?#(¢) on [—r, +00)
of (6.1), and we can define a nonlinear C%-semigroup {U(t)},, on Cp by

Ult)p =yf-
From the results in Magal [32], one may also consider the case where f is Lipschitz
on bounded sets of Cg. The non-autonomous case has also been considered in
Thieme [45] and Magal [32]. We refer to Ezzinbi and Adimy [17] for more results
about the existence of solutions using integrated semigroups.
In order to describe the local asymptotic behavior around some equilibrium,
we assume that § € D(B) is an equilibrium of the PFDE (6.1), that is,

0=By+L(Glro) + [ ([#li-r0) -
Then by the stability result of Thieme [45], we obtain the following stability results
for PFDE.

Theorem 6.1 (Exponential Stability) Assume that f : Cp — R™ is continu-
ously differentiable in some neighborhood of y1_, o and D f (yl[_ryo]) = 0. Assume
in addition that

) eDA).  (62)

woess((A+ L)) <0
and each \ € C such that
N(AN) #0
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has strictly negative real part. Then there exist n, M,~ € [0,+00) such that for each
p € C with H<p — yl[,ryo]Hm <, the PFDFE (6.1) has a unique solution t — y¥(t)
on [—r,+00) satisfying

v =Tl € MeT [l =Gl rgf| . ¥ > 0.

The above theorem is well known in the context of FDE and PFDE (see, for
example, Hale and Verduyn Lunel [22, Corollary 6.1, p. 215] and Wu [54, Corollary
1.11, p. 71]).

The existence and smoothness of center manifolds was also investigated for

abstract non-densely defined Cauchy problems by Magal and Ruan [35]. More
precisely, if we denote II. : X — X the bounded linear operator of projection

I, = B + .4+ B
where {A1, A2, ..; Am} =0c(A+ L) :={A€0(A+L):Re(\) =0}. Then
X, =1L (X)

is the direct sum of the generalized eigenspaces associated to the eigenvalues {\1, Az, ...

Moreover,
II. (X) C Xo

and II. commutes with the resolvent of (A + L). Set

Xp,=R(I-1I.) (¢ Xo).
Then we have the following state space decomposition

X=X, X, and Xg = Xo. ® Xon,
where
XOc :XcﬂXO :Xc and XOh :XhﬁXO #Xh

Then we can split the original abstract Cauchy problem (6.2) into the following
system

duc(t) _ (A+ L), uc(t) + T F(uc(t) + un(t)), (6.3)
dugt(t) = (A+ L), un(t) + Iy F(ue(t) +un (1)), |

where (A+ L), , the part of A+ L in X,, is a bounded linear operator (since
dim (X.) < 4+00), and (A + L), , the part of A+ L in X}, is a non-densely defined
Hille-Yosida operator. So the first equation of (6.3) is an ordinary differential equa-
tion and the second equation of (6.3) is a new non-densely defined Cauchy problem
with
c((A+L),)=0c(A+L)\oc(A+1L).

Assume for simplicity that f is C* in some neighbordhood of the equilibrium 0O¢,,
and that

f(0) =0 and Df(0) =0.
Then we can find (see [35, Theorem 4.21]) a manifold

M={z.+v¢(x.):x. € X¢},
where the map ¢ : X, — X;, N D(A) is C* with
¥ (0) =0, Dy(0) =0,

and M is locally invariant by the semiflow generated by (6.2).
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More precisely, we can find a neighborhood €2 of 0 in Cp such that if I C R is
an interval and u. : I — X, is a solution of the ordinary differential equation
du(t)

“at = (A+L)cuc(t) + I F (ue(t) + 9 (ue(t))) (6.4)

satisfying
u(t) == uc(t) + ¥ (uc(t)) € Q, Vvt eI,
then u(t) is an integrated solution of (6.2), that is,

u(t) = u(s) + A/t u(l)dl + /t F(u(l))dl, Vt,s € I with t > s.

Conversely, if 4 : R — X is an integrated solution of (6.2) satisfying
u(t) € Q, Vt e R,

then u.(t) = I.u(t) is a solution of the ordinary differential equation (6.4). This
result leads to the Hopf bifurcation results for PFDE and we refer to Wu [54] for
more results on this subject.

6.1 A reaction-diffusion model with delay (B is densely defined).
Reconsider an example from Wu [54]

2
au(tt, ) _ 528 u(t ) +ou(t —r,z), z € (0,1),
ot )

ox?
= = 1
O 0, z=0,1,
u(0,.) = ug € L* (0,1),

where o € R and
By =¢
with
D(B)={pe W' (0,1): ¢/(0) = ¢’ (1) =0} .
We compute the projectors. Firstly, we have the following lemma.
Lemma 6.2 The linear operator B : D(B) C L'(0,1) — L' (0,1) is the

infinitesimal generator of an analytic semigroup {Tp(t)},>, on L' (0,1). Moreover,
we have the following properties

(a) Tp(t) is compact for each t > 0.
b) Tp(t)LL (0,1) C L (0,1) for each t > 0.
o

(b)
(¢) o(B)=o0p(B) = {/\n — —(nme)in > o}.
(d)

d) For eachn >0, A\, = — (mrs)2 is a simple eigenvalue of B, the projector on
the eigenspace associated to A, is given by

Iy e(y)dy, ifn=0,
2 (fol cos (nmy) cp(y)dy) cos (nmz), ifn>1.

I, () (z) = {
Here
Cp=C=C([-r0],L"(0,1))
and the linear operator L : C — L' (0,1) is defined by
L(p)=dp(-7).
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Moreover, by applying Lemma 3.10-(b), we obtain
wo,ess((A+ L)o) = —oo0.
The characteristic function is given by
ANz =Mz — Bxr — ez,
so A ()) is invertible if and only if A — de ™" ¢ o (B). Thus,
c((A+ L)) ={ eC:A—de M €c(B)}.

Let A€o ((A+L),) be given and let ng > 0 such that

A—6e7 N = A,

where A,, € 0 (B).
Now we prove the following result.

Proposition 6.3 Suppose that

d —Ar
’y:a()\fée — Ano) 3 # 0.
Then the eigenvalue Nisa simple eigenvalue of (A+ L). Moreover, we have

A*l = ’YﬁlHTLo

and

N 0 5
A (@) . -
B2, (@) = <6A07—1Hn0 (a+ 0(0) +5LOT e—A(r+s)@(s)d8>> , Vv (ap) €Y xC.

Proof Let us first notice that
N(AQ)) = N(A I = B).

Thus, due to Lemma 6.2, it is a one-dimensional space. Now we compute A_;. For
A # X with ‘)\ — X‘ small enougth,

AN = (M —deMT-B)"
— (M =8¢ = B) Ty + (M = e 1= B) ™ (I —TL,,)
1

- M, +(M-dMI-B) (I,
)\_56—)\7’_)\n0 0+( € ) ( 0)

and (A — de™ 1 — B)f1 (I —1II,,,) is bounded in the norm of operators for A close

enough to A. Since v # 0, it follows that X is a pole of order 1 of A ()\)_1 and we

have

lim ()\ - X) AN =47,

A—A
Moreover, we can easily get that

lim ()\ - X)2 AN =o0.

Thus, Corollary 5.1 applies and also provides the formula for the generalized pro-
jector. This completes the proof of the proposition. O
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Remark 6.4 If v = 0, then a # 0 and we obtain that Nis a pole of order two
of A(A)~!. Indeed, we can easily obtain that
~ _ 2
lim ()\ - )\) AN = 210,
Y

A—A

where 7 = —§72e AT # 0, while

2
lim </\ - /\> AN =0
A=A

Then we can derive the expression for the corresponding eigenprojector according
to Proposition 4.5.

6.2 An age-structured model with delay (B is non-densely defined).
By taking into account the time r > 0 between the reproduction and the birth of
individuals, one may introduce the following (simplified) age-structured model with
delay

Ju Ou

— + — = —pu(t,a), a >0,

o 9% s (6.6)
u(t,0) = [, bla)u(t —r,a)da :

u(0,.) = ug € L' (0, +c0),
where 7 > 0, 1 > 0, and b € LY (0, 4+00) .
In this case we set
Y =R x L' (0, +c0)
endowed with the usual product norm
@
(%)

DeﬁneB:D(B)( YHYby

D(B) = {0} x W' (0, +00).

= |al + ||<P||L1(0,+oo) :

where

Then it is clear that
Yy = D(B) = {0} x L' (0, +o0),
so B is non-densely defined. Also define

()= (74

Then by identifying u(t) and v(t) = < u(()t) ) , the equation (6.6) can be rewritten
as the following abstract Cauchy problem

dt

{ WO gy + Tt —1)), £ >0
’U():gDGCB.

Here

Cp = {( 38 > GC([—T,OLY):a(O):O}
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and the operator L: Cp — Y is defined by

P(50)=2((oln ) - (g,

Now we can explicitly compute the resolvent of the operator B. Indeed, we have
for each A € C with Re (\) > —u that

—1 (6% o 0
oo (1) (!
& pla) = e~ Mrag 1 an e~ A=y (1)dl.

Next, since the operator L is a one-dimensional rank operator we obtain by using
Lemma 3.10-(a) that

wo,ess ((A+ L)o)) < wo,ess(Ao) < woess(Bo) < —p.
Setting
Q={AeC: Re(\) > —pu}
and using Lemma 4.4, we obtain that
oc(A+L)NQ={AeQ: Xisapoleof AN},
where the operator A(\) : D(B) C Y — Y is defined by
AN =M—-B—e L.
We now derive the characteristic equation for this problem.
Define a characteristic function A : Q — C by

AN i=1—e " / bla)eHHNedg, YA € Q. (6.7)
0
By using Lemmas 4.1 and 4.2, we obtain the following result.
Lemma 6.5 We have
c(A+L)NQ={)NeQ:A()) is not invertible} = {\ € Q: A(\) = 0}.
Moreover, for each A € o(A+ L)NQ,
«a 0
2
& p(a) = [e—(/\+u)aa + fO“ e—(A+u)(a—l)¢(l)dl]
FAN) e Mtmag=Ar (59 b0 [e=OFmog 4 [7 e~ Ot =Dy (1)dl] do
and

()\I—(A+L))1<g>: ( OJ )

-

Y (0) = f90 0= (s)ds + eMA(N) 7! [a + ¢ (0) + L (fo M=% (s) ds)} )
In the case of simple eigenvalues we obtain the following result.
Proposition 6.6 Assume that c(A+ L)NQ #0. Let \g € c(A+ L) NQ. If

dA(No)
d\

“+o0
=r4 e_’\‘”"/ ab(a)e~(HHro)adg £ 0,
0
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then o is a pole of order 1 of (\[ — (A+ L))" and
~ 0
B (%) = ~
- (ap) eMA_ [a +¢(0)+ L (fo M=% (s) ds)} ’

where the linear operator A_y = limy_, (A — Ao) A (A\) ™" is defined by

2 (5)= ()

& o(a) = %_ e~ (Motp)ag=ror f0+°° b(o) [e~Potmog 4 [7 e~ Qo (@=Dep(1)dl] do.
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