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Abstract

This work is devoted to the study of a class of singularly perturbed
non-densely defined abstract Cauchy problems. We extend the Tikhonov’s
theorem for ordinary differential equations to the case of abstract Cauchy
problems. Roughly speaking we prove that the solutions rapidly evolve
and stay in some neighbourhood of the slow manifold. As a consequence
we conclude that the solutions of the problem converge on each compact
time interval, as the singular parameter goes to zero, toward the solutions
of the so-called reduced problem. These results are applied to an exam-
ple of age-structured model as well as to a class of functional differential
equations.
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1 Introduction

In this work we study a class of singularly perturbed non-densely defined ab-
stract Cauchy problems of the form

W) _ pu (1) + F (e (), Lo (1)
(Eit = Bve (t) + G (ue (t) 0 (1)),
and supplemented with initial data
ue (0) =z € D(A) and v, (0) = y. € D (B). (1.2)



Here € > 0 is a small parameter and the initial data satisfies

lim . =29 € D(A) and lim y. =y € D (B). (1.3)
e—0+ e—0+
In (11), A: D(A) C X - X and B : D(B) C Y — Y are two given
Hille-Yosida linear operators (see Definition 2.1 below) acting respectively on
the Banach spaces (X, ||.]|x) and (Y;|.]]y) while L € L£(Y,Z) is a bounded
linear operator from (Y, ||.||y) into the Banach space (Z,||.||z). The maps F :
D(A)x Z — X and G : D(A) x D(B) — Y are Lipschitz continuous on
bounded sets. The semilinear system of equations (1.1) is referred as a non-
densely defined problem because the domain of the operator A (respectively B)
is not supposed to be dense in X (respectively in V).
The goal of this article is to study the convergence as ¢ — 0 of the solution
of system (1.1)-(1.2) toward the solution of the so-called reduced system, that
is formally obtained by setting € = 0 into (1.1)-(1.2) and that reads as

0=Au(t)+ F (u(t),Lv (1),

(Reduced system) { dilff) — Bo(t)+ G (u(t),v (1), v(0) = yo.

(1.4)

Note that questions related to singular perturbation analysis have been ex-
tensively studied in the context of ordinary differential equations. As a special
case of the so-called Tikhonov’s theorem has been proved for ordinary differ-
ential equations and we refer for instance to [29, 30, 31, 32]. Here we aim at
extending such a result in the case of abstract Cauchy problems of the form
described in (1.1)-(1.2).

Our motivation to study such a class of singularly perturbed problems comes

from age-structured models arising in population dynamics and also from delay
differential equations.
As an illustration one may come back to the model proposed by Magal and
McCluskey in [23] to describe a criss-cross transmission of bacteria between
patients and health care workers within a hospital unit (see also [5] for more
information about this topic). The model reads as the following age-structured
system of equations

cH) _ e (1) + By /OOO Ya)i(t a)da(l — He(t)),  (15)

dt

and
A5C) L Np — upS(t) — BpHe(D)S(),

dt
aip(t, a) + aip(t, a)

ot aq . vrirlta)
ip(t,0) = BpHc(t)S(t).

The above problem is supplemented with initial data

He (0) = HC(),S(O) =S5, and ip (O,) =1ipg € L}r (0,400) .



In the above system of equations Hc(t) denotes the number of health care
workers colonized by the bacteria at time ¢ while the function ip(t, a) represents
the density of the population of patients infected by the bacteria since a period
of time a and at time ¢. All the parameters of the problem are positive while
0 < ¢ <« 1 is a small parameter describing the fast dynamics of health care
workers contamination with respect to the length of stay of patients. A detailed
scaling analysis of this singularly perturbed problem (1.5)-(1.6) has been given
by Ducrot et al. in [7].

As an other motivating example, we consider the following class of functional
differential equations

dx (t
€ ( ) = f(tvxt,sayt),
gt t>0, (1.7)
dy (t) _
7 =g (t7xt,€7yt) )

and supplemented with the following initial data

(z0.e:%0) = (B (e7),9) € C([-r,0],R") x C ([-r,0],R™) with n,m € N\ {0},

wherein @, € C ([-r,0],R") are two given functions. In (1.7) we have set
(@) =2(t+eb) and y, (0) =y (t+6), V¢t >0and 0 € [-r,0],

while the maps g : [0,400) x C([-r,0],R™) x C([-r,0],R™) — R" and
f:[0,400) x C([-7,0],R™) x C ([-r,0],R™) — R™ are both Lipschitz contin-
uous on bounded sets. Such a problem has already been considered by Artstein
and Slemrod in [3] where the authors derived a general finite time convergence
result. In this work we do not extend the general results proposed in the afore-
mentioned work but we show that such a problem enters the general framework
of system (1.1) and we obtain the finite time convergence to the reduced system
by completely different methods.

Let us finally mention that the class of problems described by (1.1) may
cover many other classes of finite and infinite dimensional dynamical systems.
In addition to the two above examples one may observe that our framework can
also be applied to study the following class of singularly perturbed functional
differential equations in L' for ¢ > 0,

dx (t)
2 T = f (e, 24, Ly(t)) (1.8)
y (1) Biy(t) + g (g, 2, y(t))

dt

with initial data

(z0,9(0)) = (¢,50) € R x L*([~r,0],R™) x ¥; and z(0) = z.



One can first incorporate the parameters epsilon into the state variable as follows

PO (0), 0 Lyt1)

Z(t) = Biy(t) + g (2(t), 20, y(1)) (1.9)
at)

dt ’

with initial data

(2(0), 20, y(0)) = (g,0,90) € R x L*([~r,0],R™) x Y; and z(0) = z,

wherein 7 > 0, L € £(Y1,Z) and the maps f : R x L*([-r,0],R) x Y; — R"
and g : R x L'([-r,0],R) x Y7 — Y] are both Lipschitz continuous on bounded
sets while By : D(B) C Y7 — Y; Hille-Yosida linear operators. In order to re-
write the above problem in the framework of (1.1) we follow the methodology
developed in [17] and we set

w(t,0) :=z(t+46), V&t >0, V0 € [-r,0].
Using this notation (1.9) re-writes as

dz (t)

= f (Z(t)vw(t7 ),y(t)) )

e =
t
8w€{t’9) _ dult,9) =0, for 0 € (—r,0)

ot o0
’Lélj(t,tO) = :L’(t),
y (t) = By(t) + g (2(t),w(t, ), y(t)),
dz(/t) —0
dt ’

together with the set of initial conditions

(2(0), 2(0),w(0,-),y(0)) = (e, %, ¢, y0) € R x R™ x L*([~r,0],R™) x Y;.
Hence we can rewrite the system as

dzx (t)

™

U
~

= [ (1), w(t, ), y(t)),
Y

L2 = Buy(t) + g (2(1), w(t, ), y(0)

QU
—
~
—

i) -m(a)-Gr)
i

where By : D(By) C Yo — Y5 is a linear operator on Y, := R™ x L!([-r, 0], R™)
and

BQ( Oi" ) = ( —f@éO) ) with D (Bs) := {Ogn } x Wh1([=r,0], R™).
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Hence by using similar techniques as the ones developed in Section 5 one can
reformulate (1.10) into the suitable form of system (1.1) and then apply the
results derived in this work.

Despite their importance for applications, singular perturbations for struc-
tured population models have been scarcely studied. We refer to [2, 11, 8] for
the study of few examples going in that direction. To our best knowledge the
results presented in this article are not known in the context of age-structured
models.

However perturbed functional differential equations and more specifically
singularly perturbed delay differential equations have attracted a lot of interest
and we refer to Hale in [12] for a nice survey on this topic. Such questions have
also been studied by Magalhaes [24, 25, 26] in the case of linear perturbation.
We also refer to [3, 7, 9, 10, 13, 16, 27] for more results on singularly perturbed
delay differential equations.

Let us also mention that general results have been obtained for some specific

classes of singularly perturbed abstract Cauchy problems. In particular Buck-
dahn and Guatteri consider in [4] similar questions in the context of stochastic
differential equations in infinite dimensional Hilbert spaces. This work is de-
voted to stochastic densely defined Cauchy problems and their results do not
cover the case of non-densely defined abstract Cauchy problems.
Moreover Henry in [14, Chapter 9 p. 275] considered a special case of system
(1.1) where A is a sectorial operator and B is a bounded linear operator. Note
that his analysis of such a problem strongly relies on the boundedness of the
linear operator B. Indeed such an assumption allows to transform the singular
perturbation problem into a regular one (by using a suitable change of time
scale). Here we would like to emphasize that it is of particular interest to con-
sider (1.1) with non-densely defined operators. Indeed, coming back to the above
example of age-structured models, namely (1.5)-(1.6), one may observe that it
reformulates as system (1.1) with a bounded operator A and a non-densely de-
fined operator B (see Section 5). Moreover problem (1.7) also reformulates as
system (1.1) and the corresponding operators A and B are both unbounded and
non-densely defined linear operator (see also Section 5). The paper is organized
as follows, in Section 2 we state and discuss our main assumptions and present
the results of this paper. Sections 3 and 4 are concerned with the proof of
our main results while Section 5 is devoted to the application of our results to
the age-structured model and to the system of functional differential equations
presented in this introduction.

2 Assumptions, main results and corollaries

Before going to our assumptions and results, let us recall the definition of a
Hille-Yosida operator.

Definition 2.1 Let A: D(A) C E — E be a linear operator on a Banach space
(E, || |lg).- Let wg € R and Mg > 1 be given. We say that (A, D(A)) is a
Hille-Yosida operator on E if



(i) (wa,o0) C p(A) the resolvent set of A.

(ii) For each X € p(A), Ra(A) := (M — A)"" the resolvent operator of A
satisfies the following estimate:

||R)\(A)k||£(E) < My ()\ —wA)_k, VA > wa, k> 1.

Assumption 2.2 Let (X, |.|| ), (Y. |-lly) and (Z, ||| ;) be three Banach spaces.
Let A: D(A) C X - X and B : D(B) C Y — Y be two Hille-Yosida
operators satisfying the Hille-Yosida condition respectively with the constants

(wa, M) and (wp, Mp). Since these operators are possibly not densely defined
(i.e. X # D(A) orY # D(B)) we define

Xo := D(A) and Yy := D(B).

Let F: XoxZ — X and G : Xg X Yo = Y be Lipschitz continuous on bounded
sets. We assume in addition that (u,z) — F (u, z) is continuously differentiable
on Xo X Z and the map (u, z) — O, F (u, z) is Lipschitz continuous on bounded
sets from Xo x Z into L (Xo, X).

Remark 2.3 In what follows we will use the notation ||.|| instead of ||.|| x, |||y
and ||.|| , to denote the norm in the Banach spaces X,Y and Z whenever no
confusion is possible.

By using Assumption 2.2, the results in Magal [19] or in Magal and Ruan
[21] ensures that for each e > 0 system (1.1) generates a maximal semiflow S, on
XoxYy. In other word, for each £ > 0 and for each initial data (z.,y.) € XoxYp,
problem (1.1) has a maximal mild solution ¢ — S:(t)(ze,ye) = (ue(t),ve(t))
defined on some time interval [0, 7. (., y-)) with the maximal time of existence
Te(Ze,ye) € (0,400]. Moreover if 7.(x., y.) is finite we have

lim S.(t)(xe,ye )| = +o0.
o dm S0

Next we will assume the following set of conditions for the maximal semiflow
Se.

Assumption 2.4 We assume that the following properties are satisfied

(a) We assume that the mazimal time of existence of solutions T.(xc,ye) is
bounded from below uniformly with respect to €. That is to say that there
exists T € (0,400] (T can be +00) such that

T < Ta(xavys)avg € (0’ 1]'



(b) We assume that all the trajectories belong to a bounded set which is a
Cartesian product. That is to say that there exist T € (0,7] (T can be +00)
and a closed bounded set

M =Mx xMy CXygxY

such that
S:(t)(ze,y:) € M, Vte[0,7), Ve € (0,1].

Remark 2.5 Note that Assumption 2.4-(b) in particular implies that
Mo = {(zc,y:) : € €[0,1]} C M.
Hence My is a bounded set.
Now to simplify the notations we define
(ue(t),ve(t)) == S(t)(we,ye) € Mx x My, Vte[0,7), Ve € (0,1].

Using this notation and since L is a bounded linear operator, Assumption 2.4-(b)
also implies that

Mgz := L(My) D {Lv.(t): t €[0,7) and € € (0,1]} (2.1)

is a bounded set in Z.

In our application to system (1.5)-(1.6), the set of initial data My will be

chosen in a positively invariant bounded set so that, in that case, the corre-
sponding set M will be a bounded set and 7 = +o0.
In order to deal with the application to the non-autonomous problem (1.7), we
shall extend the system to include the time variable into the state space. As
a consequence the corresponding trajectory are not uniformly bounded for all
time. In that case we will work on a finite time interval, namely 7 < oc.

Besides the above technical assumptions and notations, our main assumption
is related to the dynamics of the fast component of system (1.1). Let z € Mz be
given, the fast dynamics corresponds to the following z-parametrized evolution
equation

U0 au(t) + Fu(t).2), 120, u(0) =2 € D(A) (22)

We are now in position to state our first main assumption in order to derive a
Tikhonov like theorem in the general context of (1.1).

Assumption 2.6 (Tikhonov like conditions) For each z € Mz we assume
that system (2.2) generates a unique globally defined nonlinear semiflow {U.(t)},~,
on Xo. Moreover we assume that this semiflow satisfies the following properties:



(a) (Equilibrium points) For each z € My there exists an equilibrium solu-
tion H (z) € Xo of {U.(t)},>q in Xo. That is to say that for each z € My
there exists H (z) € D (A) satisfying

AH(z)+ F(H(z),z) =0. (2.3)

Moreover we assume that the map z — H(z) is bounded from My into
X.

(b) (Global exponential stability) There exist two constants k > 1 and o >
0 such that for all x € Xy and z € Mz one has

U, t)x — H (2)|| < ke * ||z — H(2)|, vVt >0. (2.4)

Remark 2.7 Combining (a) and (b) we deduce that {U.(t)},~, has a unique
equilibrium in Xg. -

The above assumption contains the usual ingredients of the Tikhonov theo-
rem for ordinary differential equations. We refer to [29, 32] for more details.

In infinite dimensional spaces, we shall need an extra assumption to deal with
the compactness of the family of trajectories. This assumption is stated in term
of uniform regularity. More precisely, we will need to combine the properties
of the bounded linear operator L € L(Y, Z) together with the solutions of the
following non-homogeneous abstract Cauchy problem

dvu(t)
dt

= Bou(t) + g(t), t > 0, v(0) =y € Yy, (2.5)

where g € L' ((0,7);Y). Since B is a Hille-Yosida operator, the mild solution
of (2.5) can be expressed by using the constant variation formula involving
the integrated semigroup {Sg(t)}:>o0 generated by B, and the Cp-semigroup
{TB,(t)},>, generated by the linear operator By : D (By) C Yy — Yp, the part
of B in Yy. We refer to [21] for more details on integrated semigroup associated
to Hille-Yosida operators (and for some other classes of linear operators). In
that context, the solution of (2.6) can be written as follows

vu(t) =T, ()y + (Spog) (1), t €[0,7),

with
t

(Sgog)(t)= %/0 Sp(t—s)g(s)ds = AEIEOO ; Tp, (t —s) ARA(B)g (s) ds.

Moreover the following estimate holds true
t
lo@®)]| < Mpe?* ||z +MB/ 2= ||g(s)|| ds, ¥t € [0, 7).
0

Using the above notation and recalling that 7 € (0, 00] is given and fixed, our
regularity assumptions reads as:



Assumption 2.8 (Regularity conditions) We assume that the following prop-
erties are satisfied

(a) The family of maps {LoTp,(.)ye : € € (0,1]} is uniformly equicontinuous
from [0,T) into Z.

(b) There exists a closed subspace Yo CY such that
G (X() X Yo) C YG
and the family of maps
{L o(Spog)(.):ge L>*(0,7;Yg) with s[up) lg@®)ly < 1} ,
tel0,T
is uniformly equicontinuous from [0,7) into Z.

We are now able to present the main result of this work that roughly asserts
that the solution of (1.1) approaches the graph of H in the short time and then
stays close to the graph up to the time 7, that is possible for all time if we have
chosen 7 = 0o. Our precise statement reads as follows.

Theorem 2.9 (Slow manifold approximation) Let Assumptions 2.2, 2.4,
2.6 and 2.8 be satisfied. Let ty € (0,7) be given. Then for each § > 0 there
exists € := £(8) > 0 such that the solutions (u(t),v:(t)) = Se(t)(ze,ye) for
e € (0,8) satisfy:

sup |Juc (t) — H (Lve (t))|| <6, Ve € (0,€).
te[to,’r)

Remark 2.10 [t is important to note that if T is finite then the supremum in
[to,T) in Theorem 2.9 can be replaced by the supremum in [to,T].

As a consequence of the above theorem we will derive the following corollary,
that roughly asserts the convergence of the solution of system (1.1)-( 1.2) to the
solution of system (1.4). The result reads as follows.

Corollary 2.11 (Finite time convergence) Let Assumptions 2.2, 2.4, 2.6
and 2.8 be satisfied. Assume in addition that

(i) T is finite;
and
(i) there exists a unique solution t — v (t) € My on [0,7] of

dv (t)
dt

=Bu(t)+ G(H (Lv (t)),v(t), t €[0,7] and v (0) = yo,

where yo is the limit defined in (1.3).



Then the following convergence results hold true

lim sup [uc () — H (Lv ()] =0, Vo € (0,7), (2.6)
e=0% tetg,7]
and
lim sup ||ve (t) — v (¥)|| = 0. (2.7)
e—=0% ¢ef0,7)
The above corollary only ensures the local uniform convergence of v. to
v. Without specific assumption on the dynamical behaviour of the reduced
problem, one cannot expect to get a more refined convergence property. However
a uniform convergence property on the unbounded time interval [0, 00) as well
as convergence to an heteroclinic orbit have been obtained by Ducrot et al. [7]
for some specific singularly perturbed delay differential equation by coupling a
slow manifold approach estimate reminiscent from Theorem 2.9 together with
the dynamical properties of the reduced system.

Remark 2.12 We would like to note that the above results also hold true in
the case where the maps F and G smoothly depend on the small parameter €,
namely F = F(e,x, Ly) and G = G(e,x,y). Indeed, as for the reformulation of
(1.8), such a parametrized case can be re-written as a special case of (1.1) by
extending the problem as follows

du%t(t) = Auc (t) + F (z: (t),ue (t), Lo (1)),
dv;it) = Bu: (t) + G (2ze (t) ,ue () ,ve (1)),
dze (t)

a7

together with the initial data

ue (0) =2z € D(A),v: (0) = y. € D(B) and z:(0) = .

3 Proof of Theorem 2.9

This section is devoted to the proof of Theorem 2.9. We firstly state a prelimi-
nary result on abstract Cauchy problems. Then we derive some basic regularity
properties of the graph H before investigating the short time behaviour of the
solution of (1.1). Then a suitable fixed point reformulation for the solution
of (1.1) is obtained and used together with a contraction property around the
graph to complete the proof of the theorem.

3.1 Preliminary

Let z € Mz be given. Recalling the definition of the semiflow U, in Assumption
2.6, the map t — Uz(t)z is a mild solution of
du(t)
dt

= Au(t) + F(u(t),2), t >0, u(0) =z € D (A).

10



Since x — F(x,%) is continuously differentiable, by using Proposition 5.1 in [21]
we deduce that © — Uz(t)z is continuously differentiable, and if we set

V(t)y = 0,U=(t) (H (2)) y, Vy € D(A),
then {V (¢ )}t>0 is a strongly continuous semigroup of bounded linear operators

on D(A) and t — V(t)y is a mild solution of

dv (t)y
dt

=AV(t)y+ CV(t)y, t > 0 with V (0)y =y € D (A).

Here we have set —_
Cy:=9,F (H (2),%)y,Vy € D(A).

Now since for all h € D(A) one has

VR = lim [U5(6) (8 + H (2)) = Ust) (# )]
o 0 Gh+ H @) - HE)
6N\0 ) )

we deduce by using Assumption 2.6-(b) that
|V (t)h|| < ke™||h||, V¥t > 0.

Since A is a Hille-Yosida operator and C is bounded linear, the linear operator
A+ C : D(A) — X is also a Hille-Yosida operator (see Arendt et al. [1]) with
respect to the constants (wayc, Matc). Moreover one has

watc < —a < 0.

Indeed, {V'(#)},5 is the strongly continuous semigroup generated by (4 + C),
(the part of A4 C in D (A)). We deduce that the growth rate of {V()},-,
satisfies -

w((A+C)y) = lim In (VI

t— 400 t
Let @ € (0, ) be given and fixed. We obtained that (—a,+o00) C p((A+ C),)
the resolvent set of (A + B),, and we can find M > 0 such that

—

7, VA > —a,Vn > 1. (3.1)

_ M
H(M_(A+0)O) o) S O A

Moreover since A + C' is a Hille-Yosida operator, the resolvent set p (A + C) of
(A+ () is non empty. Let u > waic be given. By using Lemma 2.1 in [22]
ensures that

p(A+C)=p((A+Co),

and for each A > —a one has

A= (A+C) = (n=A) (A = (A+C)g) " (uI = (A+C)) " +(ul = (A+0))""

11



Therefore we get

)

o+ @ =@+ < [le- T+ +a)] | (ur - (a+ )

whenever A € (—@,watc + 1), and

~ _ A+ Q)
A+a) (M — (A0t < ~AFEA)
[a+@yar-(a+en™| < B )
whenever A > watc + 1. Hence this yields
sup ||(x + &) (M—(A+0))*1H < +o0. (3.2)
A>—a

Combining (3.1) and (3.2) we obtain the following lemma.

Lemma 3.1 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then A+ C is a
Hille-Yosida operator and we can choose the constants (wa+c, Mayc) such that

Maye > 1 and ware € (—a,0).

By using the above lemma it follows that replacing A by A+C and F(z, z) by
F(z,z)— C, we can assume (without loss of generality) that A is a Hille-Yosida
operator with the constants (w4, M4) satisfying

M4 >1and wy € (—a,0).

3.2 Short time behaviour

In this part, we investigate the short time behaviour of the solutions. Roughly
speaking we will show that the solution wu.(t) quickly approaches the graph
of H(Lv.(t)). In order to prove this result, let us first derive some regularity
properties of the graph of H.

Lemma 3.2 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then H is Lipschitz
continuous from My into D(A) endowed with the graph norm, that is there
exists a constant Cyg > 0 such that for all z,Z € My

|AH (2) — AH (2)|x +[|H (2) = H (?)l[x < Cr ||z =2l 5,

and
[H(z)| < Ch.

Proof. Let z,Z € Mz be given. Recall x and « are defined in (2.4), and set

_ In(2k) PN |
vi=——— & re V=2 (3.3)

12



First note that due to (2.4) one has

(2.
IH (z) —H ()| < [H(2)=U.(v)H @)+ |U:(v)H () - H(2)]
<

Hence it follows from (3.3) that
IH (2) — H (2)|| < 2|U= (v) H (2) — H ()] - (34)
Let us now derive an estimate for ||U, (v) H () — H (2)||. Note that as a con-

sequence the variation of the constants formula one obtains that for all ¢ > 0,

U. (t) H (2) = Ta, (1) H (2)+ lim Ot T, (t — $) ARA(A)F (U, () H (2) , =) ds,
(3.5)

and

Us (0 H (2) = Tag (0) H (2)+ lim | T, (= 5) ARACA)E (Us () H (2),,2) ds.

A—+oo
(3.6)
Next observe that
Us(t)H(2) = H (2), Vt > 0.

Then replacing U (¢t) H (2) by H (Z) into (3.6), subtracting (3.5) to (3.6) and
recalling that A is a Hille-Yosida operator with type (wa, M4) yield for each
t>0,

IU= (1) H (2) = H (2)]| < MA/o A CF (U (s) H (2),2) = F (H (), 2)|| ds.

Since by Assumptions 2.6 the map z — H(z) is bounded, by using (2.4) we
deduce that

sup U (1) H (2)| < sup [k |H (2) — H (2)[| + [ H (2)]|] < +o0.
t>0,z,ze Mz z,ZEMz

Since F' is Lipschitz continuous on bounded sets, we can find a constant Cp > 0
such that for each ¢ € [0, v]

IU= () H (2) = H (2)]| < MACF/O AU, (5) H (2) — H (2)]| + |2 — 2] ds,

so that

et |U, () H (2) — H (2)| < MaCprel“al |z — z||
+MACF [y e=4%||U, (s) H (2) — H (2)| ds.

Hence applying Gronwall’s inequality provides

IU- (v) H (2) = H (2)|| < MaCpve?@alveMacrr 2 7|,
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and by plugging this last inequality into (3.4) we obtain
|H (2) — H (3)|| < 2MaCpre2loalveMaCev i, 3|

The proof is completed by using again the fact that F' is Lipschitz on bounded
sets and equation (2.3). |

Using this regularity property we will prove a first lemma which express the
fact that the solutions are approaching rapidly the graph of H.

Lemma 3.3 (Fast approach to the graph of H) Let Assumptions 2.2, 2.4
and 2.6 be satisfied. We can find a constant Co > 0 such that (us(t),v:(t)) a
mild solution of system (1.1) satisfies

[uc (et) — H (Lve (et))|| < we™* ||z — H (Ly. )|
+Co(1 + t)eo! SUPe(o,et] || Lve (s) — Lve (0)]] -

whenever ¢ € (0,1] and t > 0.

Proof. By Assumption 2.6 and since Lv.(0) = Ly. € My, for each € € (0,1],
we can find @, € C ([O, +00), D (A)) a mild solution of

di (1
dt

= Ati(t) + F(a(t), Lv-(0)), t > 0 and @. (0) = ..

Define @. € C ([0,+0c), D (4)) by

the mild solution of

du(t)
Tt

= Atu.(t) + F(uc(t), Lv:(0)), t > 0 and . (0) = z..

Therefore recalling that u. € C ([O, 7),D (A)) is the mild solution of

duc(t)
dt

€ = Auc(t) + F(ue(t), Lvs(t)), t > 0 and u, (0) = z.,

and setting
AL (t) i =ue (t) —ue (), Yt e [0,7),

one has for all t € [0, 7)

t—s

t
A (t) =1 lim TAO(
0

A——+oo
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Since F' is Lipschitz on bounded sets, by using the boundedness Assumption
2.4-(b), and (2.1) we deduce that we can find a constant C» > 0 such that for
all t > 0 and all € € (0,1]

1A (@B <

wAa
M G
G [ T v (5) ~ Lo (0)] + 18 (5) ) ds.
0

By making a change of variable | = s/¢ in this integral, we obtain for all ¢ > 0
and all € € (0, 1],

t
[1Ac (et)] < Cl/ AU L. (el) — Loe (0)]| + | Az (eD)Il)
0

where C1 := MACF.
It follows that for all ¢ € [0, ] (since we can assume that wa < 0) we have

t

e YAt ||A, (et)|| < Civ sup || Lve (el) — Lv. (0)]| + C’l/ e al||AL (el)|| dl.
1e[o,v] 0

By applying the Gronwall’s lemma we obtain for each t € [0, ]

e AL (et)] < C1VlsBp] || Lve (el) — Lve (0) || exp (Cht)
c|0,v

that provides that

18 @) < Cuv suplLee(5) = Lo O) exp(loa + i) (37)
s€[0,ev

Finally we observe that

l[ue (ev) = H (Lo (ev))|| - < [Juc (ev) — e (ev)]|
+ [[ue (ev) — H (Lo (0))]] (3.8)
+[[H (Lve (0)) = H (Lve (ev))|,

and due to Assumption 2.6-(b) we also have

[ (ev) = H (Lve (0)]| < we™ " [|tic (0) = H (Lvz (0))]] - (3.9)
Hence using the fact that H is Lipschitz continuous on Mz the result follows
from (3.7)-(3.9). |
3.3 Fixed point reformulation of the u.-equation

The proof of Theorem 2.9 will be performed by a fixed point argument. To do
so, we will reformulate the u.-equation of (1.1) into a more convenient form and
derive a fixed point problem. Define

C(2):=0,F(H(2),2),Vz € Mg,
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and
K (u,z):=F(u,2) — F(H(2),z) —C(2)[u— H ()] ,Vz € Mg. (3.10)
First note that one has
1
F(u,z)—F(H (2),z2) :/0 OuF(Ou+ (1—0)H (2),2)[u— H(2)]db,
so that

1
K(u,2)=/0 [0uF(u + (1 —0) H (2), 2) — 0. F(H(2),2)] [u — H ()] d6.
(3.11)

By using Assumption 2.6-(a) we have AH(z) + F(H(z), z) = 0 therefore
Au + F(u, Lv) = A(u — H(Lv)) + AH(Lv) + F(u, Lv)
= A(u — H(Lv)) — F(H(Lv), Lv) + F(u, Lv)
= A(u — H(Lv)) + K (u, Lv) + C(Lv)(u — H(Lv)).
)

Therefore the uc-equation of (1.1) re-writes as

L) A+ O (L) [ue(t) — H (Loe(t)] + K (), Luc(), for £ 2 0,
ue (0) =z € D (A).

We also have for any v,w € Y and u € X

(A+C(Lv))(u — H(Lv)) = (A+ C(Lw))(u — H(Lv)) — (C(Lw) — C(Lv))(u — H(Lw))
= (A4 C(Lw))u — (A+ C(Lw))H(Lv)
+ (C(Lv) — C(Lw))(u — H(Lv)),

hence for each | > 0, u. is a mild solution of the following abstract Cauchy
problem

. due (t)

=[A+C (Lo ()] ue (1)
—[A+ C (Lve ()] H (Lve (1)) (3.12)
+K (ue (t), Lve (t))
+[C (Loe (1)) — C (Lve ()] [ue () — H (Lve (1))]

with

ue (0) =z € D (A).
In the sequel we will concentrate our study on system (3.12) parametrized by
1 € [0, 7). For more simplicity in the notations we define for each [ € [0, T)

T, (t)x = T(A+C(Lv5(l)))0 (t)x, Vt >0 and Vo € D (A+ C (Lv: (1)) = D (A),
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where {T(A+C(Lv5(l)))0 (t)}tZO Cc L (D (A)) is the strongly continuous semi-

group generated by (A + C (L. (1))), the part of A+ C (Lv. (1)) in D (A).

By Assumption 2.4-(b) and Assumption 2.6-(a) the subset

My =My U{H(2):z € Mz},
is closed and bounded and the solutions of system (1.1) satisfies
u.(t) € My and H (Lv, (t)) € My Vt € [0,7), Ve € (0,1].

We also note that since F' and 9, F are Lipschitz continuous on bounded sets
it follows that there exists a constant Cp > 0 such that for all (u,z), (@,2) €

M\1XMZ

1F (u, 2) — F (u,2)|| < Cpllu—ul + Crllz -2, (3.13)
[0F (,2) ~ 0,F (@ D) ooy x) < Cr lu—ll + Crllz -2, &
and for all (u,z) € My x My
|F (u,2)|| < Cp and ||0,F (u,z)\\ﬁ(mﬁx) < Cp. (3.14)

Note that by using (3.11) and (3.13)-(3.14) we obtain for all (u,z),(@,2) €
./\/l1 X MZ
1K (u, 2) || < Crllu— H(2)|%, (3.15)

while using (3.10) combined with (3.13)-(3.14) yields
K (u,z)— K (u,z) = F(lu,z) — F(a,z) — 0, F(H(2),2)[a — u]
= /0 [0uF((1 —0)(a—u)+u,z) — 0, F(H(2),2)|[a — u]dl,

so that
K (u,2) = K (,2) || < CF [[|[u—al + lu—H(z)|] |lu—al (3.16)

Let us now prove the following two lemmas that are crucial in obtaining the
fixed point formulation.

Lemma 3.4 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then the following
two properties hold true

(i) For each | € [0,7) and € € (0,1] the semigroup {1} (t)};5, C L (D (A))

satisfies

IT; (t) x| < ke™ |||, Vt >0, Vo € D(A), (3.17)

and we have
(—a,+0) Cp(A+C (Lv: (1)) . (3.18)
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(ii) The resolvent Ry (1) := [\ — A — C (Lv. (1))] " with A € p (A + C (Lv. (1))
satisfies
limsup [[ARx (D)l z(x) < Ma.

i
A——+o0

Proof. Assertion (i) is proved in section 3.1 and it remains to prove (i7). To
that aim note that due to (3.14) one has

sup  |[|C (Lo D)l o(5ray« BB < Cr,
cc(0.1],1€[0,7) £(D(A)xD(B),X xY)

so that for all / € [0,7) and A > wa + M4CFr, the resolvent Ry (I) exists and it
is the unique fixed point of

Ry (1) = Ry (A) + Ry (A) C (Lv. (1) Ry ().

For [ € [0,7) and A € p(A+ C (Lv. (1)) large enough one has

My My My
Ry ()| < Cr||Ry (1 Ry (1 <
| A()||_)\—wA+/\—wA F IR O =1 ’\()Hﬁ(X)—)\—wA—MACF’
and the result follows. [ ]

The second lemma is the following

Lemma 3.5 Let A : D (/T) — X be a Hille-Yosida operator such that 0 €
p (E) Then for each x € X and each t > 0 one has

~

N t PO
Ala =Ty (A0~ lim_ 15, (t—l))\(AIfA) wdl,

where Ay denotes the part of A in D(A) and {TXO (t)} N cL (D (ﬁ),X) is
>0

the strongly continuous semigroup generated by /TO.
Remark 3.6 By using the above formula we deduce that for each t,s € R with
t>s

R t

—~ o —1
Ao =T (t—s)A 'z~ lim Tgo(t—l)/\<)\I—A> wdl.

0 A—=+oo [

Proof. This lemma follows by observing that u (¢) = A1z, t > 0 is a mild
stationary solution of the problem

d%it) = Au(t)—=z, t >0and u(0) = A" 'z,

and since the mild solution of the above equation is also given by

t N\ =

u(t) =Tz (A 'z + lim [ Tz (t—1)A (M _ A) wdl,

A—=+o00 Jo
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the result follows. [
To define our fixed point problem we will use a variation of constants formula.
In fact applying the results in [21] to equation (3.12) yields for each ¢ > t

u(t) = Tl(t‘j)ugaowl lim :Tz(t;T)ARA(Z)K(UE(T),LUE(T))CZT

£ A=+ ¢

1 ¢ t—
—Z lm | T ( "
£ A=+ t

) AR (1) [A + C (Lv. ()] H (Lv. (1)) dr (3.19)

B <t) ARy (1) [C (Lv. (1)) — C (Lo ()] [us (r) — H (Lv. ()] dr-

£ A—=+o0 t

Due to (3.18) one obtains from Lemma 3.5 that for all ¢ > ¢y and z € X

—to

[A+C(Lo. () 'z=T <t ) [A+C (Lvs (1))] ' 2— lim Ot T ( - s> ARy (1) zds,

A——+oo

hence that for © = [A + C (Lv. (1))] H (Lv. (t)) one has

t—to

i (Lo () =11 (2 1 (2o (1)

— lim N Tl (E - s> AR (1) [A+ C (Lv: (1)) H (L. (1)) ds.

A——+oo

Next the change of variables » = s in the foregoing integral provides that

t—1o

H (Lo (1)) =T, ( g ) H (Lv. (1)

1 ¢ t—r
— — lim Tl(
E A—=>+oo +

) AR) (1) [A+ C (L. ()] H (Lve (t)) dr.
(3.20)
Finally plugging (3.19) into (3.20) and setting
we (t) = ue () = H (Lo. (1)), VE € [0,7),
yields for each t > tg

we t) =T, (t_m) (ue (to) — H (Lve (1))

—|— limy 4 0o ft,? T (t T) ARy (1) K (we (1) + H (Lve (1)) , Lve (1)) dr

—*hmx—>+ooft Ty (%Z5) ARy () [A + O (Loe (1)) [H (Lo (r)) — H (L. (t))] dr
)

[
+= llmk_,%oftiTl(t Y AR (1) [C (Lve (1)) — C (Lve (1))] we (r) dr.

(3.21)

3.4 Proof of Theorem 2.9

This section is devoted to the proof of Theorem 2.9. To do so note that this
result will follow from the following claim.
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Claim 3.7 Let ty € (0,7) be given. For each 6 > 0 we can find €1 :=¢€1 (6) >0
satisfying
sup |lwe (t)]] <6, Ve € (0,e1).
tEfto,)

Proof. We will prove the claim for each ¢ > 0 small enough. Let {t.}.c(,1) C Ry
be a given family such that

t-. > 0ase—0t.

At this stage of the proof the family {t.}.c(,1) C Ry does not need to be
specified. This will be done at the final step of the proof after fixing some
parameters. Consider the following Banach spaces

BC. := {w eC ([tE,T),D(A)) Hwly == sup Jw(t)]] < —l—oo}.

te(te,T)
We now re-write equation (3.21) as
we =T (w,) with w, € BC,,
where the map I'¢ is defined by
I (w) (t) := TE () + 81 (w) () + T3 (1) + S5 (w) (1), Vi€ [te,7),  (3.22)

with

) (ue (12) — H (L. (1)), (3.23)

St (w) (t)::1 lim t T, <t ; T) AR) (1) K (w (r) + H (Lve (1)), Lve (7)) dr,

£ A—=+oo
(3.24)
T50)i= 2 Jim [0 (S0 M )14+ € (Lo O] (Do ()~ (Do ()]

(3.25)

S5 0) (0= 1 im0 (55 ) AR ()€ (L () = (Lo @) )
(3.26)

Next we derive some estimates of 777, 75, Sf and S5.
By using the formula C (z) = 0, F(H(z), z), Lemma 3.2 and equation (3.13)
we obtain for all ¢, s € [t.,7)

IC (Le (8)) = C (Lo ()| 527587 x 0v) < O (Crr + 1) [ Lo (8) = Lo (3)]
(3.27)
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and for all ¢ € [t., 7]
IC (Lve (D o (5ra« BB, x xv) < CF- (3.28)

Furthermore for each ¢ € (0,1] we denote by w (.; Lv:) : [0,7 — t.) — [0, +00)
the modulus of continuity of Lv. that is

w (6; Lv.) = sup [ Lve (s) — Lve ()], V6 < 7 — e,

s,tE€[te,T):|t—s|=08

so that
| Lve (s) — Lo (t)|| < w (|t — s|; Lve), Vs, t € [te, T).

Due to Assumption 2.8 one has

lim w (h; Lv.) = 0.

h—0t

Estimate for 7¢ : For each t € [t., ) by writing

t—t.

TE () = T( )(ugas)—H(Lve(ta)))

T <f = ’fs) (H (Lve (t2)) — H (Lve (1)),

and using (3.17) combined with the fact that H is Lipschitz continuous on Mz
it easy to obtain that for all ¢ € [t.,t- +e|lne|] (up to reduce € such that
[te,te +e|lne|] C [te, 7))

177 DN < #llue (te) = H (Lve ()] + £Crw (€ [Inel; Loe) , (3.29)

and for all t € [t. + e|lne|,7) by using (3.17) combined with the uniform
boundedness of H on Mz one gets

17 @)1 < we™ MV (ue (o) — H (Lve (t)))]| + 26Cpe el (3.30)
Therefore one obtains for all ¢ € [t., T)

17Ol < #llue (te) — H (Lve (t)[| + £Crw (¢ |Inel; Lv) - (3.31)
+re” 20y + | (ue (t2) — H (Lo: (8))]]-

Estimate for Sf : By using (3.24) we obtain for all ¢t > t.

K2

181 (w) ()] < E/ts e DK (w(r) + H (Lo (r) , Loe (r))|| dr-

By using (3.15) we obtain for all r € [t., ]

I (w (r) + H (Lve (1)), Loe ()| < Cr [lw (r)]*
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providing that
KZZ 2
151 (w) (O] < —Cr wlls, ¥t € [te, 7). (3.32)

Estimate for 75 : By using the fact that H is Lipschitz continuous on Mz
with respect to the graph norm of A combined together with (3.28) we obtain

2 t
175 Ol <" (Cu -+ Co) [ 20 Lo ()~ Low ()] dr, e = ¢
te

Hence if t € [t,t. + € |Ine|] we have

2 t
175 0] < %(CHJrCF)/ =2 drgs (e el : Lv.),  (3.33)
te
/4/2
< E(C’H+C'F)w(5|ln5\;Lvs),

and if t € [te +¢|lne|,7) we have

2

t—e|lne|
17y @I < (Cr + CF)/ e #7 |[Loe (r) = Lo: (t)lldr - (3.34)
te

£

2 t
+% (Cu +Cr) / e~ st | Lve (r) — Lo, (¢)|| dr
¢

—¢|lneg|

IN

2 t—e|lne| o
2||LU€||00?(CH+CF)/t e_?(t—?”)dr

€

2 t
+% (CH+CF)/ e = drw (e |nel ; Lv,)
t

—el|lne|

2 2
< 2Ll = (Cor + Cp) e+ = (O + Cp)w (e fIne] s Lov)

Thus combining (3.33) with (3.34) yields for all ¢ € [t., T)

2 2
175 ()] < 21 Lvelloe " (Cor + Cr) eI 4 == (O + Cp)w (e fine] s Le)
(3.35)
Estimate for S5 : By using (3.26) combined with (3.27) one obtains

15 (w) Il < Cr (Crr +1) / e #  Lue (1) = Loz O jw (+) | dr, ¥t € [t 7).
te
Since [ € [te, T) is arbitrary by setting | = ¢ and proceeding similarly as for the
estimate of 75 we obtain for all ¢ € [t., T)
2

K
155 (w) Dl < 2| Lvellog —Cr (Crr + 1) e ]| (3.36)

2
K
+ECF (Ca +1)w(e|lnel; L) [|w]|, -
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Final step (estimate of I'* and fixed point argument): We first fix some
constants that will appear in the sequel. This allows us to make clear the choice
of § € (0,1) and € € (0, 1]. To do so define

P

Cy:=(14+2sup(Myz)) o max{Cr + Cy;Cr(Cy 4+ 1);3Cr;Cy}. (3.37)

From now on let 6 € (0,1) be given and fixed such that

1
Cr6 < 5. (3.38)

To prove our claim we will use a fixed point argument on
Bge. (0,8) == {w € BC. : ||Jw||, <4},

with a careful choice of € € (0,1] and t.. To do this note that by using (3.37)
we obtain respectively from (3.31)

1T @O < Kllue(te) — H(Lve (t))[| + Ch [w(fllné‘\;Lve) +emelmel) vt e [te, 7),

from (3.32)
18T (w) ()|l < Cillwl%, Yt € [te,T),

from (3.35)
I75 (1)) < €1 [wielmels Lus) + e~ el] i € fre, 7),
and from (3.36)
15 (w) ()] < Cr [w(el el Loo) + eV ulloe, Ve € [ty 7). (3:39)

We now show that I'* maps Bgc, (0,9) into itself for € € (0, 1] small enough and
t. = O(g). Recalling that

I (w) () = T () + St (w) (8) + T3 (8) + 85 (w) (t), VE € [t 7),
it follows that for all w € Bpe, (0,6) and t € [t.,T)
1T (w) () || < wllue(te)—H (Loe(te))[[+(2C1+C1) [W(ellnel;Lvs) +eeiellp s,
Observe that from Lemma 3.3 we have for all v > 0
[ue (ev) = H (Lve (ev))|| < ke™ |lwe — H (Lye)|| + Co(1 + v)e“ w(ew; Lu.),

with Cp > 0. Then since ||z — H (Ly.)|| is uniformly bounded with respect to
e € (0, 1], there exists vy > 0 large enough such that

)
lue (ev0) = H (Lve (evo))|l < 5 + Co(1 + vo)e™" w(ewo; Lve),
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so that for
te = evy, Ve € (0,1],

we obtain for all ¢ € [evg, T)
)
T (w) (t) || < §+00(1+u0)600%(ey0; Lv.)+(2C14C1) [w(5| Inel; Lv.) + eIl 4062,

Now we infer from (3.38) combined with lim._,o w (evp; Lv.) = 0 and lim._,o w (| Inel; Lv.) =
0 that there exists g1 := €1(d) > 0 such that for all € € (0,1)

)
(2C1 + Cy) [W(€|1H€|;LUE)670‘“DE|] <3
Co(1 + 1vp)e“o o w(evy; Lu.) < g, (3.40)
)
0162 < 1

That yields
IT€ (w) (t) || <6, Vit € [evg, T) and w € Bpe, (0,0).

Next we will show that I'® is Lipschitz continuous on Bpc, (0,d) wherein ¢, =
evg, € € (0,e1) is now given and fixed.

Since 7¢ and 75 do not depend on w, the Lipschitz estimate of 7° is given
by those of &§ and Sf. Thus using the fact that S5 is linear with respect to
w € BC. we obtain from (3.39) that for all w,w € Bpc, (0,9)

185 (w) = S5 (@) < Ch [W(EI el; Lve) + e M) w — @f|e,  (3.41)

and by using (3.16) and (3.24) we obtain

_ K2 [t _a(y— _ _
ST (w)(t) = St (@)D < ?/ e 2 Cp|lw — @lloo + [[wl|oo] w0 — @|ocdr
K‘/Q EVQ ‘ )
< ?350;:/ e = dr||w — 0| oo
te
)2

< —30CF||lw — B0, V€ [evy, T),
a

that is ,
€ - K _
ST (w) — St ()l < ;3501?”11)—11)”00. (3.42)

Therefore we deduce from (3.41), (3.42) and (3.37) that for all w, @ € B, (0, 9)
IT€ (w) = T (w)|| < Cy |w(e|nel; Lo ) + e el 5} lw — oo

Finally it is easy to see from (3.37) and (3.40) that I'* define a contraction on
Bge. (0,6) for all € € (0,e1). The proof of the claim is completed. |
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4 Proof of Corollary 2.11

In this section we will give the proof of Corollary 2.11. To do so we will first
show that |lve (t) — v (t)|| converges uniformly to 0 in [0,7] as € goes to zero.
Then we end the proof by using a simple argument combined together with the
fact that H is Lipschitz continuous on M.

Proof of Corollary 2.11. The mild solutions v(t) and v.(t) are defined for
all t € [0, 7] by
t
v(t) = Tg,(t)yo + R lim Tp, (t —s) ARA(B)G (H (Lv (t)),v (t)) ds, (4.1)

—++o0 Jo

and
t

ve(t) = T, (t)y + lim TBO (t — 8) ARA(B)G (ue(t),ve (t))ds.  (4.2)

A——+oco

By subtracting (4.1) to (4.2) yields

lve(®) = v @I < [T, (1) (5= = vo)l
+, lim / T8, (t = 8) ARX(B)[G (us(s), ve () — G (H (Lv (5)) , v (s))]]| ds

< 175, (£)(ye — o)
+, lim / T8, (t = ) ARX(B)[G (uc(s), v (5)) — G (H (Lv: () , v (s))][| ds

+ Iim / 1T, (t =) ARX(B)|[G (H (Lve (s)) ;v (s)) = G (H (Lv (s)) v (s))]]| ds.
(4.3)
Recall that Lv(t), Lv.(t) € Mz = L(My) and u.(t) € Mx. Recall also that
H is Lipschitz continuous on Mz and G is Lipschitz continuous on bounded
sets, therefore there exists C¢ > 0 such that for all ¢ € [0, 7]

|G (H (Lo: (1)) ;0 (1)) = G (H (Lo (1)) ;0 ()| < CaCrllLlcv.z) [[v= (8) — v @],

(4.4)
and
IG (ue (t) s ve (1) — G (H (Lo (1)) ,v (1))]| < Cg [|lus(t) — H(Lv: ()] + ||1(Js ()) v (),

Then since B is a Hille-Yosida operator with constants (wp, Mp) by using (4.3)-
(4.5) we obtain for all ¢ € [0, 7]

e (t) — v(t)]| < Mpes" |y — yol| t
+M%Wb+6bcmeaxzﬂ/f*“**wk@>—vwﬂus
0

t
FMECG [ e () — H(Low(s)]ds.
0
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Thus by setting Ny := max{M%, M3[Ca+CaCx||L| z(v,z)]} we obtain for each
n > 0 (small enough) and t € [0, 7]

o) o0 < Nle —wnll + N [ e () = 0 )
o | "5 (s) — H(Lue(s)ds
< Nollye — ol + Mo / 5 () — v (s) s
Ny / lue(s) — H(Lva(s)|ds + No / Jue(s) = H(Lva(s)||ds.

Since |lue(t) — H(Lv(¢)|| is uniformly bounded with respect to ¢ € [0,7] and
€ (0,1], by denoting N; its upper bound we get for all ¢ € [0, 7]

t
e loc(t) —v(t)|| - < Nollye — woll +N0/ e “P%||ve (s) — v (s) |lds

0
+Nin+ Nyt sw[up ]||u5(t) — H(Lvc(t)]]
ten, T

Next Gronwall’s lemma applies and ensures

Joe(@) = w(Ol] - < NoeMora [y, — ol + Trn+ 7 sup lue(t) = H(Ze(Oll, € [0.7]
ten, T

Now using Theorem 2.9 combined with the fact that » is arbitrarily small it
follows that

Ny
lim sup [Jve(t) —v(t)] < —17 = hm sup ||vc(t) —v(t)]| =0,
=0T ¢e0,7] No e—=0%¢efo,7]

Finally the proof is completed by observing that for each ¢y € [0, 7]

sup [Jue(t)—H (Lv:(t))|| < sup |luc(t)—H (Lve(t))[|+ sup [[H(Lve(t))—H (Lo(t))]-
te[to,T] te[to,‘f'] te[to,T]

and using the fact that H is Lipschitz continuous on M. [

5 Applications

This section is devoted to the application of our general results to the system
(1.5)-(1.6) and to the problem (1.7).

5.1 Application to the age-structured model
In this section we will apply our main result to system (1.5)-(1.6). We recall it

here for more convenience

5dH c(t)
dt

— —vnHe (t) + fn / T @ilt,a)da(1 — He®),  (5.1)
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and
d5W) _ o Np — upS(t) — BpHe(®)S(),

Bicg(t, a) n dip(t,a) (5.2)

ot da vrip(t a),
p (t7 0) = /BPHC(t)S(t)a
supplemented with the initial conditions
He (0,.) = Heo, S (0) = Sp, and ip (0,.) = ipg € LY (0,400).
Then we make the following assumptions.

Assumption 5.1 We assume that vy, vp, By, Bp, Np > 0 andy € LS (0, +00).

Age-structured models have been considered first by using Volterra’s integral
equations (see Webb [34] and Tannelli [15]). Here we will use an abstract Cauchy
problem reformulation introduced by Thieme [28] (see also Magal [19]).
Abstract reformulation : We first reformulate the linear part of (5.2). To
that aim define the Banach space

Y :=RxRx L' ((0,+00),R),
endowed with the usual product norm and set
Yo := R x {0z} x L' ((0,4+00),R).

Consider the linear operator B: D (B) CY — Y given by

C o0 (53)
B 0 = —1 (0 , 5.3
(%) (=)
with
D (B) =R x {Og} x W' ((0,4+00),R), (5.4)

and observe that
D(B) =Y.

Since the linear part of the fast component (5.1) is defined on R we obviously
have
D(A) =R =X =X, and Az = —vgz, Yz € R.

In order to reformulate the non linear part of (5.2) as well as the non linear part
of (5.1) we introduce respectively the maps G: R x Yy =Y

¢ vpNp —vp( — Bpa(
G| =, Or = Bpa¢
() ()
and F:RxR—R
F(JZ,Z) :ﬁHZ(l_x)a

27



while L : Yy — R is defined by

C +o00o
L ( Or ) = / ~v(a)¥ (a) da. (5.5)
" 0
Hence the Banach space Z is equal to R. Therefore by setting
S(t)
u(t) := Ho(t) and v (t) := ( Or > , t>0, (5.6)
Z.P (t7 )
and
So
zo := Hop € R and yg := Or €Yy, (5.7)
PO
system (5.1)-(5.2) re-writes as the following non-densely defined Cauchy problem
sdl;f) — Au(t) + F (u(t), Lo (1)), s
5.8
do (t
qilz(t )= Bo () + G (), 0),

with the initial data

u(0) =29 € R and v (0) = yo € D (B).

Note that here we use the subscribe 0 for the initial data since in this example
they do not depend on €.

Checking the assumptions : In order to deal with the existence and the
positivity of the solutions, we denote by

Yy =Ry x Ry x LY ((0,+00),R),
the positive cone of Y and we set
Yio =Yy NYy =Ry x {0}y x L} ((0,+00),R).
Then the following lemma holds true.

Lemma 5.2 For each A > 0 the following estimates for the resolvent of A and
B are satisfied

’(AIfA)_ll < % and H()\IfB)AH < %

L(Y)
Furthermore one has

(M —A)""Ry CRy and (M —B)" 'Y, C Yy, VA>0.
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Proof. The proof of this lemma is classical. We refer for instance to [23]. ]

Next define the following closed bounded set
M = MX X MY

with
Mx :=10,1]
and
¢ oo
My = y:= <OR> €Y+0:C+/ Y(a)da < Np
" 0

By using the results in [19, 21, 28] we obtain the following lemma.

Lemma 5.3 There exists a unique semiflow {S; (t)},~, on M such that for
each (z,y) € M -
(ue (), 0e (1) :=S: (t) (z,y), =0,

is the unique mild solution of system (5.8). Moreover M is positively invariant
with respect to the semiflow {Se (t)},~, that is to say that

S:(tM C M, ¥t >0 and e € (0,1].

In this example with Z = R and for each (z,y) € M the linear operator L :
Yo — R defined in (5.5) satisfies

Lv. (t) € [0, 7]l Np], ¥t >0 and € € (0, 1].
Therefore Mg := L(My) is included into [0, ||v|| . N¢].
In order to define our graph we need to solve the following equation
Au+ F (u,z) =0, Vz € Mg C [0,]|7] . Np],
that is equivalent to

—vgu+ Brz(l —u) =0, Vz € Mg C [0, ||7] o, Np].
Thus the map H : Mg — R = D (A) is defined by

Brz
—— Vz € Mg.
v + Buz ‘ *

H(z) =

Let us now focus on the z-parametrized system

du (t)
dt

= Au(t) + F(u(t),2), t >0, (5.9)

with
u(0)=2€ D(A) =R and z € Mg.

29



This equation can simply be re-written as a scalar ordinary differential equation

du (t)
dt

= —vpu(t) + Brz(1 — u(t)).

The following lemma is devoted to the exponential stability condition of system
(5.9) and the existence of a globally defined semiflow. The proof is classical and
thus omitted.

Lemma 5.4 For each z € Mg the ordinary differential equation (5.9) generates
a unique semiflow {U. (t)},5, on R that satisfies

U.(t)z— H(2)| <e ¥ |z —H ()|, Vt >0 and z € R.

Next we will investigate the regularity conditions of Assumptions 2.8. Denote
by {Ts, (t)},~0 C £ (Yp) the strongly continuous semigroup generated by By the
part of B in Yy. Let {Sp (t)},~, C £ (Y) be the integrated semigroup generated
by B. Moreover

G (R xYy) C Yo

where
Yo =R xRx{0.:}.

Lemma 5.5 Let yo € Yy be fized. The map t — L o Tp, (t)yo is uniformly
continuous from [0,400) into R.

So
Proof. Let yo = Or € D(B) be given. Recall that for each ¢t > 0
1pQ
one has
S() SO
Tg,(t) ( Or > = < - Og > , (5.10)
ipo 15, (t)(ipo)
with
) e VPlipg(a—t) ifa>t,
T, (t)(ipo)(a) := (5.11)
0 ifa<t.

The map t — T, (t)(ipo)(a) is uniformly continuous from [0, +-00) into L (0, +-00),
since this map is continuous on [0, +00) and converges to 0 as t goes +oo. Hence
the result follows by using the boundedness of L. ]

Lemma 5.6 The family of maps {L o (Sg©g) (t) : g € Yg with sup,> |lg (t)]| < 1}

(
is uniformly equicontinuous from [0, +00) into R. More precisely for each h >0
and t > 0 we have

Lo (S, 9) (t+h) = Lo (Sn, 0 ) ()] < Bl 7] o+ |e ™50 + ) = e77(.)

L
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Proof. Let g € L* ([0, +0), Yg) be given. Recall that ¢ — (Sp, ¢ g) (t) is the
mild solution of

dv (t)

o =Bu(t)+g(t), t>0and v(0) =0. (5.12)
v (t) g1 (t)
Set v (t) = ( Or > and g (t) = < go (1) ) € Yz then system
Y2 (t, ) 0
(5.12) becomes equivalent to the PDE
B st
Y2 tva’ Y2 tya
= — 5.13
5t 0 vpys (t,a), (5.13)

Y2 (t7 O) = g2 (t) .
with initial conditions
Y1 (0) =0 and Y2 (0, ) = OLI.
For the sake of simplicity recall the definition of L in (5.5) and set

L(t):=L (iég)) ) —/Ooo'y(a) ys (t,a) da.

By integrating (5.13) along the characteristics curves one gets

e VP (t —a), if t>a,
yz(tya):{o 20 if t <a.

Then for each A > 0 and ¢ > 0 one has

R R t+h t
L(t+h)—L() = /0 e~ Py (a) g2 (t+h—a)da—/0 e Py (a) g2 (t —a)da

. ¢
/h e Pt (g 4 1) gy (t — a) da — / e "y (a) g2 (t — a) da
_ 0

0
N / e Py (a+ h) go (t — a) da
—h

t
+ [ ey oty — ey (@] g2 ¢ - ) da
0

and the result follows. ]
Convergence result: With the above verifications, we are now able to obtain
a convergence result. Here the initial distribution does not depending on e,
therefore the subset M is reduced to the single point
So
Mg = Heo, ( Or ) Cc M,
ipo

and by applying Theorem 2.9 and Corrolary 2.11 provide the following result.
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Theorem 5.7 Lett € [0,+00) — (HE (t,-),S°(t),i° (t,-)) be the unique mild
solution of (5.1)-(5.2) associated with the initial condition (Heo, So,ipo) € Ry X
R x L1 ((0,400),R) such that

Heo <1 and Sy —I—/ ipo(a)da < Np.
0
Let t € [0,400) — (S(t),i(t,-)) be the unique mild solution of the reduced

system

%ﬁt) =vpNp —vpS(t) — BpH (f0+0<> 7(a)i(ua)da) S(t),

dip(t,a) " dip(t,a)
ot Ja

= _VPZ.P(t7 CI,),

P (,0) = BpH ( ;7 1(a)i(t, a)da) S(¢),
(5.14)
with initial conditions

S(0) =Sy and ip(0,.) =ipg € L} (0,+00),

and

H (/+Oo v(a)i(t, a)da) = Pu fo+m v(a)i(t, a)da
0

vi + Bu [ ~(a)i(t, a)da’

Then for each T > 0 we have

lim sup [[(5%(¢),i" (£,-)) — (S (t),i(t, )] = 0.

=07 t€(0,7]

Moreover, for each ty € (0,7) we have

lim sup
e—0+ tG[to,T]

HE(t) — H ( /0 - ()i (t, a)da> H —0.

5.2 Application to the delay differential equations
In this section we will apply our result to the system of delay differential equation

dr (t) -
gt) - f(ta t,s7yt)7 (515)

— =49 (tu wt,67yt) )

with initial condition

(zo,e,90) = (P (e7),¥) € C([-r,0],R") x C([-r,0] ,R™).
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In order to state our assumptions, let us formally set ¢ = 0 in system (5.15) in
order to define the reduced problem

0= f (ta mt,()?yt)a
dy (t
% =4 (tvxt707yt) 9

(5.16)

with the initial condition
yo = € C([-r,0],R™).

In the rest of this section the parameter 7 > 0 is given and fixed. Then our
assumptions concerning system (5.15) and (5.16) are the following.

Assumption 5.8 Assume that

(i) There exists a unique continuous solutiont € [0,7] — (25 ., y5) € C ([-r,0] ,R™)x
C ([-r,0],R™) of system (5.15) with

ry . (0) =2° (t+¢€0) and y; (0) =y (t+0), Vt €[0,7] and 6 € [-r,0].

(i1) There exists a unique continuous solutiont € [0,7] — (x¢,0,y;) € C ([—r,0],R™)x
C ([-r,0],R™) of system (5.16) with

2r0(0)=x(t) andy (0) =y (t+0), Vt€[0,7] and 0 € [—r,0].

(iii) There exists a closed bounded subset MyxMsy C C ([-r,0] ,R")xC ([-r,0] ,R™)
such that

(z5..95) € My xMs and (Te,0,Yt) € My xMs, Vt e [0,7] and € € (0,1].

(iv) (Equilibrium points) There exists a uniformly bounded map H: [0, 7] x
My — R™ such that for each (t,7) € [0,7] X My there exists a unique
H (t,4) € R™ with

0= 1 (LA E9) 10 () 0).

(v) (Global exponential stability) For each v € My and t € [0,7] the
Cauchy problem

dx (s)
ds

= f(t,2s,9), x():(pGC([—T,OLRn), (5.17)

generates a unique semiflow {Uy;(s)},~, on C([-r,0],R™). Moreover
there exists two constants o > 0 and k > 1 such that

|0 (5o = H (20|, < wem

gafﬁ(t,z/})HC, Vs > 0.
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In order to apply our result to system (5.15)-(5.16) we will re-write it as
an autonomous non-densely defined Cauchy problem by adding the time t as a
state variable.

Abstract reformulation: Define for each s € [0,7], 6§ € [-r,0] and € € (0, 1]

ie (8,0) =2 (s +¢eb), l:(s,0):=y°(s+6) and t(s) := s.

Then s — (. (s,.), 1 (s,.),t(s)) satisfies formally for each s € [0, 7], § € [—r,0]
and ¢ € (0, 1] the following partial differential equation (see for instance [6]

E(‘%E (s,0) ic(s,0)

=0, fort >0 and 6 € [-r,0],

0s 0
dic (s,0) .
T = f(t(S) ,le (5,) 7la (S,.)),
dtdis) _, (5.18)
.35, 0) e
55 = 0(t(s) i (5,) e (5,)),

with the initial conditions

i (0,0) =3 (e0), £ (0) = 0, 1 (0,0) =% (), VO € [—r,0].

Next we use the approach introduced in Liu, Magal and Ruan [18] to reformu-
late the above partial differential equations as an abstract Cauchy problem by
defining the Banach spaces

X =R"xC([-7,0],R") and Y :=R xR™ x C ([-7,0],R™),
endowed with the usual product norm. We also set
X() = {ORH} X C([—T, O] ,Rn) and YQ = Rx {O]Rm} X C([—T, 0] ,Rm) .

To re-write (5.18) as an autonomous non-densely defined Cauchy problem we
introduce the linear operators A : D(A) — X and B : D(B) — Y given
respectively by

A( O > = < _f;,(o) ) with D (4) = {Og=} x C* ([-7,0],R™), (5.19)

©
and
t 0
B Ogmn | = —¢'(0) | with D(B)=Rx{Ogm} x C*([-7,0],R™).
G o4

(5.20)
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Finally we introduce the non linear maps F' : XoxYy > X and G: XoxYy —» Y
defined respectively by

- (o) o :(f(t,so,w))
® b Oc
and
. t 1
G ( - ) Orm =1 g(t,e,9)
P Oc

Hence by setting

ue(s) := ( Zo(]in ) ) and v (s) := Orm ,t>0
A I(s,.)
and
0
Te = ( PRn ) and yo = | Orm |, Ve €(0,1],
P(e) E

we formally obtain the following autonomous non-densely defined Cauchy sys-
tem

EduE (5) = Auc () + F (u (s) ,ve (s)), s €[0,7],

0 (5.21)
d Cslz ) = Bu: (s) + G (uc (s) ,v: (), s €10,7],

with
ue (0) = ze and ve (0) = yo, Ve € (0,1].

The relationship between system (5.15) and (5.21) is given by the following
lemma.

Lemma 5.9 Let Assumption 5.8 be satisfied. Then system (5.21) admits a
unique integrated solution s — (uc (s),ve (s)) defined on [0,7]. Moreover for
each e € (0,1], s € [0,7] and 6 € [—r,0] we have the following relationship

ue (s) = ( 5 (ZD;;() ) and ve (8) = (S)Rm )
R v (s) (1)
with
xf (s+eb), ifs+e6 >0, v (s+0), ifs+6>0,
ue (s) (0) = and V. (s) (0) =
P(s+eb), ifs+e0 <0, Y(s+0), if s+6 <0,
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while .
¢<0)+/ e f (Laf,yf) dl, if s >0,
0

P (es), if —r<s<0.

and

w(0)+/kg(l,xf,yf)dl, if 50,
y© (s) = 0

P (s), if —r<s<O.

Checking the assumptions: It is important to observe that for system (5.21)
we have
L= Iﬁ(y) and Z =Y.

Due to condition (iv) of Assumption 5.8 one can define the set Mz as
My = [0,7] x {Ogn} x My,
and the map H : Mz — D (A) by
t

(O
)T (i )

t
where H (t, 1) is defined in (iv) of Assumption 5.8. Then for each z := [ Opn | €

G
Mz we have H(z) € D(A) and

AH (2)+ F (H (2),2) =0, Vz € Mg.

Furthermore the boundedness of H into Mz follows directly from condition (iv)
in Assumption 5.8. Next note that the unbounded linear operators A and B
are Hille-Yosida operators. We refer for instance to [6] where such verification
were already done. Now consider the following parametrized Cauchy problem

d
ij) =Au(s)+ F(u(s),z), s>0, u(0) =up € Xg and z € My. (5.22)
t
Recall that z := Or~ € My and this last equation corresponds to the
G

solution of the delay differential equation (5.17) where ¢t and ¢ are regarded as
parameters of this last equation. Then the following lemma holds true.

Lemma 5.10 Let Assumption 5.8 be satisfied. Then system (5.22) generates
a unique globally defined nonlinear flow {U; (s)},~, on Xo. Furthermore for all
z € Xg and z € Mz one has B

IU- (s)x — H (2)|| < ke™*|lz = H (2)]|, Vs = 0.
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Proof. The proof of this lemma follows directly from condition (v) stated in
Assumption 5.8. [
Next define the sets

Or
M = My x My and Mg := ( PR" ) ;| Orm re€0,1] p, (5.23)
o (e) D

and observe that due to condition (%) in Assumption 5.8 one has
(ue (8),ve (s)) € M, Vs €]0,7] and € € (0,1].

Finally it remains to verify the regularity assumption. To dosolet {7, (s)},~, C
L (Yp) be the strongly continuous semigroup generated by By the part of B (de-
fined in 5.20) in Yy. Let {Sp (s)},>, be the integrated semigroup generated by
the linear operator B. Then we have the following result

Lemma 5.11 Let Assumption 5.8 be satisfied. Then
i) The map t — Tp,(t)yo is uniformly continuous from [0, 7] into Y.

i1) Let Yo := R x R™ x {0¢} be the closed subspace containing G (Xo % Yp).
Then the family of maps

{(SB 0g)(.): g€ L>(0,7;Ys) with Sup lg(s)lly < 1},
sc(0,T

is uniformly equicontinuous from [0, 7] into Y.

Proof. The property i) is a direct consequence of the strong continuity of Tg,.
Proof of i1). Let g € L> (0,7;Yg) with sup,co.- l9(s)|ly < 1. Since g(s) € Yo
for all s € [0, 7] one can define

B
g(s) =1 x(s) €Ye =R xR™ x {0¢},
Oc

with

1Bl + sup Ix(s)[|rn < 1.

s€[0,7]
Then using the results in [18], the map s — (Spog)(s) € C([—r,0],R™) is given
by
Bt

(Spog)t) = Ogrm ,

with )
SUx(ydl, ift+60>0,

0, if —r<t+0<0.
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Then for each h > 0 and each ¢ € [0, 7] with ¢t + h € [0, 7] we have

(S0 g)(t) — (S og)(t+h)lly <h+ sup ]HU(t, 0) — u(t +h,0)|[rm.
oe[—r,0

However one has

[ ydl — [ Wl i+ 6> 0,

u(t+h,0) —u(t,0) = [ @)dl, it t+6<0and t+h+0 >0,

0, otherwise ,
therefore we conclude that
[(Sp<g)t) = (Spog)t+h)ly < 2h.

This completes the proof of the lemma. [
Convergence result: With the above verifications we are ready to state our
convergence result for the delay differential equation (5.15). By using the def-
inition of Mg and M in (5.23), Corollary 2.11 applies to system (5.21) and
provides the following result.

Theorem 5.12 Let Assumption 5.8 be satisfied. Let n € (0,7) be given. Then
we have R
st] ||x§€ —H (t,y5) 1—r0()|loc = 0 as e — 0.
ten,T

Assume in addition that for each ) € My C C ([-r,0] ,R™), there exists y €
C([=r,7],R™) a solution of the reduced equation
dy (t)

7 =g (tvﬁ (tvyt) ]]-[—T,O](')vyt> 7Vt € [077—}7 and Yo = dj

Then we obtain

sup |y°(t) —y(t)] = 0 ase — 0.
t€(0,7]
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