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#### Abstract

This work is devoted to the study of a class of singularly perturbed non-densely defined abstract Cauchy problems. We extend the Tikhonov's theorem for ordinary differential equations to the case of abstract Cauchy problems. Roughly speaking we prove that the solutions rapidly evolve and stay in some neighbourhood of the slow manifold. As a consequence we conclude that the solutions of the problem converge on each compact time interval, as the singular parameter goes to zero, toward the solutions of the so-called reduced problem. These results are applied to an example of age-structured model as well as to a class of functional differential equations.
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## 1 Introduction

In this work we study a class of singularly perturbed non-densely defined abstract Cauchy problems of the form

$$
\left\{\begin{array}{l}
\varepsilon \frac{d u_{\varepsilon}(t)}{d t}=A u_{\varepsilon}(t)+F\left(u_{\varepsilon}(t), L v_{\varepsilon}(t)\right),  \tag{1.1}\\
\frac{d v_{\varepsilon}(t)}{d t}=B v_{\varepsilon}(t)+G\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right),
\end{array}, t \geq 0\right.
$$

and supplemented with initial data

$$
\begin{equation*}
u_{\varepsilon}(0)=x_{\varepsilon} \in \overline{D(A)} \text { and } v_{\varepsilon}(0)=y_{\varepsilon} \in \overline{D(B)} \tag{1.2}
\end{equation*}
$$

Here $\varepsilon>0$ is a small parameter and the initial data satisfies

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} x_{\varepsilon}=x_{0} \in \overline{D(A)} \text { and } \lim _{\varepsilon \rightarrow 0^{+}} y_{\varepsilon}=y_{0} \in \overline{D(B)} \tag{1.3}
\end{equation*}
$$

In (1.1), $A: D(A) \subset X \rightarrow X$ and $B: D(B) \subset Y \rightarrow Y$ are two given Hille-Yosida linear operators (see Definition 2.1 below) acting respectively on the Banach spaces $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ while $L \in \mathcal{L}(Y, Z)$ is a bounded
 $\overline{D(A)} \times Z \rightarrow X$ and $G: \overline{D(A)} \times \overline{D(B)} \rightarrow Y$ are Lipschitz continuous on bounded sets. The semilinear system of equations (1.1) is referred as a nondensely defined problem because the domain of the operator $A$ (respectively $B$ ) is not supposed to be dense in $X$ (respectively in $Y$ ).

The goal of this article is to study the convergence as $\varepsilon \rightarrow 0$ of the solution of system (1.1)-(1.2) toward the solution of the so-called reduced system, that is formally obtained by setting $\varepsilon=0$ into (1.1)-(1.2) and that reads as

$$
\text { (Reduced system) }\left\{\begin{array}{l}
0=A u(t)+F(u(t), L v(t))  \tag{1.4}\\
\frac{d v(t)}{d t}=B v(t)+G(u(t), v(t)), v(0)=y_{0}
\end{array}\right.
$$

Note that questions related to singular perturbation analysis have been extensively studied in the context of ordinary differential equations. As a special case of the so-called Tikhonov's theorem has been proved for ordinary differential equations and we refer for instance to [29, 30, 31, 32]. Here we aim at extending such a result in the case of abstract Cauchy problems of the form described in (1.1)-(1.2).

Our motivation to study such a class of singularly perturbed problems comes from age-structured models arising in population dynamics and also from delay differential equations.
As an illustration one may come back to the model proposed by Magal and McCluskey in [23] to describe a criss-cross transmission of bacteria between patients and health care workers within a hospital unit (see also [5] for more information about this topic). The model reads as the following age-structured system of equations

$$
\begin{equation*}
\varepsilon \frac{d H_{C}(t)}{d t}=-\nu_{H} H_{C}(t)+\beta_{H} \int_{0}^{\infty} \gamma(a) i(t, a) d a\left(1-H_{C}(t)\right) \tag{1.5}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=\nu_{P} N_{P}-\nu_{P} S(t)-\beta_{P} H_{C}(t) S(t)  \tag{1.6}\\
\frac{\partial i_{P}(t, a)}{\partial t}+\frac{\partial i_{P}(t, a)}{\partial a}=-\nu_{P} i_{P}(t, a) \\
i_{P}(t, 0)=\beta_{P} H_{C}(t) S(t)
\end{array}\right.
$$

The above problem is supplemented with initial data

$$
H_{C}(0)=H_{C 0}, S(0)=S_{0}, \text { and } i_{P}(0, .)=i_{P 0} \in L_{+}^{1}(0,+\infty)
$$

In the above system of equations $H_{C}(t)$ denotes the number of health care workers colonized by the bacteria at time $t$ while the function $i_{P}(t, a)$ represents the density of the population of patients infected by the bacteria since a period of time $a$ and at time $t$. All the parameters of the problem are positive while $0<\varepsilon \ll 1$ is a small parameter describing the fast dynamics of health care workers contamination with respect to the length of stay of patients. A detailed scaling analysis of this singularly perturbed problem (1.5)-(1.6) has been given by Ducrot et al. in [7].
As an other motivating example, we consider the following class of functional differential equations

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f\left(t, x_{t, \varepsilon}, y_{t}\right),  \tag{1.7}\\
\frac{d y(t)}{d t}=g\left(t, x_{t, \varepsilon}, y_{t}\right)
\end{array} \quad t \geq 0\right.
$$

and supplemented with the following initial data
$\left(x_{0, \varepsilon}, y_{0}\right)=(\bar{\varphi}(\varepsilon \cdot), \bar{\psi}) \in C\left([-r, 0], \mathbb{R}^{n}\right) \times C\left([-r, 0], \mathbb{R}^{m}\right)$ with $n, m \in \mathbb{N} \backslash\{0\}$,
wherein $\bar{\varphi}, \bar{\psi} \in C\left([-r, 0], \mathbb{R}^{n}\right)$ are two given functions. In (1.7) we have set

$$
x_{t, \varepsilon}(\theta)=x(t+\varepsilon \theta) \text { and } y_{t}(\theta)=y(t+\theta), \forall t \geq 0 \text { and } \theta \in[-r, 0]
$$

while the maps $g:[0,+\infty) \times C\left([-r, 0], \mathbb{R}^{n}\right) \times C\left([-r, 0], \mathbb{R}^{m}\right) \rightarrow \mathbb{R}^{n}$ and $f:[0,+\infty) \times C\left([-r, 0], \mathbb{R}^{n}\right) \times C\left([-r, 0], \mathbb{R}^{m}\right) \rightarrow \mathbb{R}^{m}$ are both Lipschitz continuous on bounded sets. Such a problem has already been considered by Artstein and Slemrod in [3] where the authors derived a general finite time convergence result. In this work we do not extend the general results proposed in the aforementioned work but we show that such a problem enters the general framework of system (1.1) and we obtain the finite time convergence to the reduced system by completely different methods.

Let us finally mention that the class of problems described by (1.1) may cover many other classes of finite and infinite dimensional dynamical systems. In addition to the two above examples one may observe that our framework can also be applied to study the following class of singularly perturbed functional differential equations in $L^{1}$ for $t \geq 0$,

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f\left(\varepsilon, x_{t}, L y(t)\right)  \tag{1.8}\\
\frac{d y(t)}{d t}=B_{1} y(t)+g\left(\varepsilon, x_{t}, y(t)\right)
\end{array}\right.
$$

with initial data

$$
\left(x_{0}, y(0)\right)=\left(\varphi, y_{0}\right) \in \mathbb{R} \times L^{1}\left([-r, 0], \mathbb{R}^{n}\right) \times Y_{1} \text { and } x(0)=\bar{x}
$$

One can first incorporate the parameters epsilon into the state variable as follows

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f\left(z(t), x_{t}, L y(t)\right)  \tag{1.9}\\
\frac{d y(t)}{d t}=B_{1} y(t)+g\left(z(t), x_{t}, y(t)\right) \\
\frac{d z(t)}{d t}=0
\end{array}\right.
$$

with initial data

$$
\left(z(0), x_{0}, y(0)\right)=\left(\varepsilon, \varphi, y_{0}\right) \in \mathbb{R} \times L^{1}\left([-r, 0], \mathbb{R}^{n}\right) \times Y_{1} \text { and } x(0)=\bar{x}
$$

wherein $r>0, L \in \mathcal{L}\left(Y_{1}, Z\right)$ and the maps $f: \mathbb{R} \times L^{1}([-r, 0], \mathbb{R}) \times Y_{1} \rightarrow \mathbb{R}^{n}$ and $g: \mathbb{R} \times L^{1}([-r, 0], \mathbb{R}) \times Y_{1} \rightarrow Y_{1}$ are both Lipschitz continuous on bounded sets while $B_{1}: D(B) \subset Y_{1} \rightarrow Y_{1}$ Hille-Yosida linear operators. In order to rewrite the above problem in the framework of (1.1) we follow the methodology developed in [17] and we set

$$
w(t, \theta):=x(t+\theta), \forall t \geq 0, \forall \theta \in[-r, 0] .
$$

Using this notation (1.9) re-writes as

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f(z(t), w(t, \cdot), y(t)) \\
\frac{\partial w(t, \theta)}{\partial t}-\frac{\partial w(t, \theta)}{\partial \theta}=0, \text { for } \theta \in(-r, 0) \\
w(t, 0)=x(t) \\
\frac{d y(t)}{d t}=B y(t)+g(z(t), w(t, \cdot), y(t)) \\
\frac{d z(t)}{d t}=0
\end{array}\right.
$$

together with the set of initial conditions

$$
(z(0), x(0), w(0, \cdot), y(0))=\left(\varepsilon, \bar{x}, \varphi, y_{0}\right) \in \mathbb{R} \times \mathbb{R}^{n} \times L^{1}\left([-r, 0], \mathbb{R}^{n}\right) \times Y_{1} .
$$

Hence we can rewrite the system as

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f(z(t), w(t, .), y(t))  \tag{1.10}\\
\frac{d y(t)}{d t}=B_{1} y(t)+g(z(t), w(t, \cdot), y(t)) \\
\frac{d}{d t}\binom{0_{\mathbb{R}^{n}}}{w(t, .)}=B_{2}\binom{0_{\mathbb{R}^{n}}}{w(t, .)}+\binom{x(t)}{0_{L^{1}}} \\
\frac{d z(t)}{d t}=0
\end{array}\right.
$$

where $B_{2}: D\left(B_{2}\right) \subset Y_{2} \rightarrow Y_{2}$ is a linear operator on $Y_{2}:=\mathbb{R}^{n} \times L^{1}\left([-r, 0], \mathbb{R}^{n}\right)$ and

$$
B_{2}\binom{0_{\mathbb{R}^{n}}}{\varphi}:=\binom{-\varphi(0)}{\varphi^{\prime}} \text { with } D\left(B_{2}\right):=\left\{0_{\mathbb{R}^{n}}\right\} \times W^{1,1}\left([-r, 0], \mathbb{R}^{n}\right)
$$

Hence by using similar techniques as the ones developed in Section 5 one can reformulate (1.10) into the suitable form of system (1.1) and then apply the results derived in this work.

Despite their importance for applications, singular perturbations for structured population models have been scarcely studied. We refer to $[2,11,8]$ for the study of few examples going in that direction. To our best knowledge the results presented in this article are not known in the context of age-structured models.

However perturbed functional differential equations and more specifically singularly perturbed delay differential equations have attracted a lot of interest and we refer to Hale in [12] for a nice survey on this topic. Such questions have also been studied by Magalhaes [24, 25, 26] in the case of linear perturbation. We also refer to $[3,7,9,10,13,16,27]$ for more results on singularly perturbed delay differential equations.

Let us also mention that general results have been obtained for some specific classes of singularly perturbed abstract Cauchy problems. In particular Buckdahn and Guatteri consider in [4] similar questions in the context of stochastic differential equations in infinite dimensional Hilbert spaces. This work is devoted to stochastic densely defined Cauchy problems and their results do not cover the case of non-densely defined abstract Cauchy problems. Moreover Henry in [14, Chapter 9 p. 275] considered a special case of system (1.1) where $A$ is a sectorial operator and $B$ is a bounded linear operator. Note that his analysis of such a problem strongly relies on the boundedness of the linear operator $B$. Indeed such an assumption allows to transform the singular perturbation problem into a regular one (by using a suitable change of time scale). Here we would like to emphasize that it is of particular interest to consider (1.1) with non-densely defined operators. Indeed, coming back to the above example of age-structured models, namely (1.5)-(1.6), one may observe that it reformulates as system (1.1) with a bounded operator $A$ and a non-densely defined operator $B$ (see Section 5). Moreover problem (1.7) also reformulates as system (1.1) and the corresponding operators $A$ and $B$ are both unbounded and non-densely defined linear operator (see also Section 5). The paper is organized as follows, in Section 2 we state and discuss our main assumptions and present the results of this paper. Sections 3 and 4 are concerned with the proof of our main results while Section 5 is devoted to the application of our results to the age-structured model and to the system of functional differential equations presented in this introduction.

## 2 Assumptions, main results and corollaries

Before going to our assumptions and results, let us recall the definition of a Hille-Yosida operator.
Definition 2.1 Let $A: D(A) \subset E \rightarrow E$ be a linear operator on a Banach space $\left(E,\|\cdot\|_{E}\right)$. Let $\omega_{A} \in \mathbb{R}$ and $M_{A} \geq 1$ be given. We say that $(A, D(A))$ is a Hille-Yosida operator on $E$ if
(i) $\left(\omega_{A}, \infty\right) \subset \rho(A)$ the resolvent set of $A$.
(ii) For each $\lambda \in \rho(A), R_{\lambda}(A):=(\lambda I-A)^{-1}$ the resolvent operator of $A$ satisfies the following estimate:

$$
\left\|R_{\lambda}(A)^{k}\right\|_{\mathcal{L}(E)} \leq M_{A}\left(\lambda-\omega_{A}\right)^{-k}, \forall \lambda>\omega_{A}, k \geq 1
$$

Assumption 2.2 $\operatorname{Let}\left(X,\|\cdot\|_{X}\right),\left(Y,\|\cdot\|_{Y}\right)$ and $\left(Z,\|\cdot\|_{Z}\right)$ be three Banach spaces. Let $A: D(A) \subset X \rightarrow X$ and $B: D(B) \subset Y \rightarrow Y$ be two Hille-Yosida operators satisfying the Hille-Yosida condition respectively with the constants $\left(\omega_{A}, M_{A}\right)$ and $\left(\omega_{B}, M_{B}\right)$. Since these operators are possibly not densely defined (i.e. $X \neq \overline{D(A)}$ or $Y \neq \overline{D(B)}$ ) we define

$$
X_{0}:=\overline{D(A)} \text { and } Y_{0}:=\overline{D(B)}
$$

Let $F: X_{0} \times Z \rightarrow X$ and $G: X_{0} \times Y_{0} \rightarrow Y$ be Lipschitz continuous on bounded sets. We assume in addition that $(u, z) \mapsto F(u, z)$ is continuously differentiable on $X_{0} \times Z$ and the map $(u, z) \mapsto \partial_{u} F(u, z)$ is Lipschitz continuous on bounded sets from $X_{0} \times Z$ into $\mathcal{L}\left(X_{0}, X\right)$.

Remark 2.3 In what follows we will use the notation $\|$.$\| instead of \|\cdot\|_{X},\|\cdot\|_{Y}$ and $\|\cdot\|_{Z}$ to denote the norm in the Banach spaces $X, Y$ and $Z$ whenever no confusion is possible.

By using Assumption 2.2, the results in Magal [19] or in Magal and Ruan [21] ensures that for each $\varepsilon>0$ system (1.1) generates a maximal semiflow $\mathcal{S}_{\varepsilon}$ on $X_{0} \times Y_{0}$. In other word, for each $\varepsilon>0$ and for each initial data $\left(x_{\varepsilon}, y_{\varepsilon}\right) \in X_{0} \times Y_{0}$, problem (1.1) has a maximal mild solution $t \mapsto \mathcal{S}_{\varepsilon}(t)\left(x_{\varepsilon}, y_{\varepsilon}\right)=\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right)$ defined on some time interval $\left[0, \tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)\right)$ with the maximal time of existence $\tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right) \in(0,+\infty]$. Moreover if $\tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)$ is finite we have

$$
\lim _{t \nearrow \tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)}\left\|\mathcal{S}_{\varepsilon}(t)\left(x_{\varepsilon}, y_{\varepsilon}\right)\right\|=+\infty
$$

Next we will assume the following set of conditions for the maximal semiflow $\mathcal{S}_{\varepsilon}$.

Assumption 2.4 We assume that the following properties are satisfied
(a) We assume that the maximal time of existence of solutions $\tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)$ is bounded from below uniformly with respect to $\varepsilon$. That is to say that there exists $\widehat{\tau} \in(0,+\infty](\widehat{\tau}$ can be $+\infty)$ such that

$$
\widehat{\tau} \leq \tau_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right), \forall \varepsilon \in(0,1]
$$

(b) We assume that all the trajectories belong to a bounded set which is a Cartesian product. That is to say that there exist $\tau \in(0, \widehat{\tau}](\tau$ can be $+\infty)$ and a closed bounded set

$$
\mathcal{M}:=\mathcal{M}_{X} \times \mathcal{M}_{Y} \subset X_{0} \times Y_{0}
$$

such that

$$
\mathcal{S}_{\varepsilon}(t)\left(x_{\varepsilon}, y_{\varepsilon}\right) \in \mathcal{M}, \quad \forall t \in[0, \tau), \forall \varepsilon \in(0,1]
$$

Remark 2.5 Note that Assumption 2.4-(b) in particular implies that

$$
\mathcal{M}_{0}:=\left\{\left(x_{\varepsilon}, y_{\varepsilon}\right): \varepsilon \in[0,1]\right\} \subset \mathcal{M}
$$

Hence $\mathcal{M}_{0}$ is a bounded set.
Now to simplify the notations we define

$$
\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right):=\mathcal{S}_{\varepsilon}(t)\left(x_{\varepsilon}, y_{\varepsilon}\right) \in \mathcal{M}_{X} \times \mathcal{M}_{Y}, \quad \forall t \in[0, \tau), \forall \varepsilon \in(0,1]
$$

Using this notation and since $L$ is a bounded linear operator, Assumption 2.4-(b) also implies that

$$
\begin{equation*}
\mathcal{M}_{Z}:=\overline{L\left(\mathcal{M}_{Y}\right)} \supset \overline{\left\{L v_{\varepsilon}(t): t \in[0, \tau) \text { and } \varepsilon \in(0,1]\right\}} \tag{2.1}
\end{equation*}
$$

is a bounded set in $Z$.
In our application to system (1.5)-(1.6), the set of initial data $\mathcal{M}_{0}$ will be chosen in a positively invariant bounded set so that, in that case, the corresponding set $\mathcal{M}$ will be a bounded set and $\tau=+\infty$.
In order to deal with the application to the non-autonomous problem (1.7), we shall extend the system to include the time variable into the state space. As a consequence the corresponding trajectory are not uniformly bounded for all time. In that case we will work on a finite time interval, namely $\tau<\infty$.

Besides the above technical assumptions and notations, our main assumption is related to the dynamics of the fast component of system (1.1). Let $z \in \mathcal{M}_{Z}$ be given, the fast dynamics corresponds to the following $z$-parametrized evolution equation

$$
\begin{equation*}
\frac{d u(t)}{d t}=A u(t)+F(u(t), z), t \geq 0, u(0)=x \in \overline{D(A)} \tag{2.2}
\end{equation*}
$$

We are now in position to state our first main assumption in order to derive a Tikhonov like theorem in the general context of (1.1).

Assumption 2.6 (Tikhonov like conditions) For each $z \in \mathcal{M}_{Z}$ we assume that system (2.2) generates a unique globally defined nonlinear semiflow $\left\{U_{z}(t)\right\}_{t \geq 0}$ on $X_{0}$. Moreover we assume that this semiflow satisfies the following properties:
(a) (Equilibrium points) For each $z \in \mathcal{M}_{Z}$ there exists an equilibrium solution $H(z) \in X_{0}$ of $\left\{U_{z}(t)\right\}_{t \geq 0}$ in $X_{0}$. That is to say that for each $z \in \mathcal{M}_{Z}$ there exists $H(z) \in D(A)$ satisfying

$$
\begin{equation*}
A H(z)+F(H(z), z)=0 . \tag{2.3}
\end{equation*}
$$

Moreover we assume that the map $z \mapsto H(z)$ is bounded from $\mathcal{M}_{Z}$ into $X$.
(b) (Global exponential stability) There exist two constants $\kappa \geq 1$ and $\alpha>$ 0 such that for all $x \in X_{0}$ and $z \in \mathcal{M}_{Z}$ one has

$$
\begin{equation*}
\left\|U_{z}(t) x-H(z)\right\| \leq \kappa e^{-\alpha t}\|x-H(z)\|, \forall t \geq 0 \tag{2.4}
\end{equation*}
$$

Remark 2.7 Combining (a) and (b) we deduce that $\left\{U_{z}(t)\right\}_{t \geq 0}$ has a unique equilibrium in $X_{0}$.

The above assumption contains the usual ingredients of the Tikhonov theorem for ordinary differential equations. We refer to [29, 32] for more details.

In infinite dimensional spaces, we shall need an extra assumption to deal with the compactness of the family of trajectories. This assumption is stated in term of uniform regularity. More precisely, we will need to combine the properties of the bounded linear operator $L \in \mathcal{L}(Y, Z)$ together with the solutions of the following non-homogeneous abstract Cauchy problem

$$
\begin{equation*}
\frac{d v(t)}{d t}=B v(t)+g(t), t>0, v(0)=y \in Y_{0} \tag{2.5}
\end{equation*}
$$

where $g \in L^{1}((0, \tau) ; Y)$. Since $B$ is a Hille-Yosida operator, the mild solution of (2.5) can be expressed by using the constant variation formula involving the integrated semigroup $\left\{S_{B}(t)\right\}_{t \geq 0}$ generated by $B$, and the $C_{0}$-semigroup $\left\{T_{B_{0}}(t)\right\}_{t>0}$ generated by the linear operator $B_{0}: D\left(B_{0}\right) \subset Y_{0} \rightarrow Y_{0}$, the part of $B$ in $Y_{0}$. We refer to [21] for more details on integrated semigroup associated to Hille-Yosida operators (and for some other classes of linear operators). In that context, the solution of (2.6) can be written as follows

$$
v(t)=T_{B_{0}}(t) y+\left(S_{B} \diamond g\right)(t), t \in[0, \tau)
$$

with

$$
\left(S_{B} \diamond g\right)(t)=\frac{d}{d t} \int_{0}^{t} S_{B}(t-s) g(s) d s=\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{B_{0}}(t-s) \lambda R_{\lambda}(B) g(s) d s
$$

Moreover the following estimate holds true

$$
\|v(t)\| \leq M_{B} e^{\omega_{B} t}\|x\|+M_{B} \int_{0}^{t} e^{\omega_{B}(t-s)}\|g(s)\| d s, \forall t \in[0, \tau)
$$

Using the above notation and recalling that $\tau \in(0, \infty]$ is given and fixed, our regularity assumptions reads as:

Assumption 2.8 (Regularity conditions) We assume that the following properties are satisfied
(a) The family of maps $\left\{L \circ T_{B_{0}}(.) y_{\varepsilon}: \varepsilon \in(0,1]\right\}$ is uniformly equicontinuous from $[0, \tau)$ into $Z$.
(b) There exists a closed subspace $Y_{G} \subset Y$ such that

$$
G\left(X_{0} \times Y_{0}\right) \subset Y_{G}
$$

and the family of maps

$$
\left\{L \circ\left(S_{B} \diamond g\right)(.): g \in L^{\infty}\left(0, \tau ; Y_{G}\right) \text { with } \sup _{t \in[0, \tau)}\|g(t)\|_{Y} \leq 1\right\}
$$

is uniformly equicontinuous from $[0, \tau)$ into $Z$.
We are now able to present the main result of this work that roughly asserts that the solution of (1.1) approaches the graph of $H$ in the short time and then stays close to the graph up to the time $\tau$, that is possible for all time if we have chosen $\tau=\infty$. Our precise statement reads as follows.

Theorem 2.9 (Slow manifold approximation) Let Assumptions 2.2, 2.4, 2.6 and 2.8 be satisfied. Let $t_{0} \in(0, \tau)$ be given. Then for each $\delta>0$ there exists $\widehat{\varepsilon}:=\widehat{\varepsilon}(\delta)>0$ such that the solutions $\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right)=\mathcal{S}_{\varepsilon}(t)\left(x_{\varepsilon}, y_{\varepsilon}\right)$ for $\varepsilon \in(0, \widehat{\varepsilon})$ satisfy:

$$
\sup _{t \in\left[t_{0}, \tau\right)}\left\|u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right\| \leq \delta, \forall \varepsilon \in(0, \widehat{\varepsilon})
$$

Remark 2.10 It is important to note that if $\tau$ is finite then the supremum in $\left[t_{0}, \tau\right)$ in Theorem 2.9 can be replaced by the supremum in $\left[t_{0}, \tau\right]$.

As a consequence of the above theorem we will derive the following corollary, that roughly asserts the convergence of the solution of system (1.1)-(1.2) to the solution of system (1.4). The result reads as follows.

Corollary 2.11 (Finite time convergence) Let Assumptions 2.2, 2.4, 2.6 and 2.8 be satisfied. Assume in addition that
(i) $\tau$ is finite;
and
(ii) there exists a unique solution $t \rightarrow v(t) \in \mathcal{M}_{Y}$ on $[0, \tau]$ of

$$
\frac{d v(t)}{d t}=B v(t)+G(H(L v(t)), v(t)), t \in[0, \tau] \text { and } v(0)=y_{0}
$$

where $y_{0}$ is the limit defined in (1.3).

Then the following convergence results hold true

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in\left[t_{0}, \tau\right]}\left\|u_{\varepsilon}(t)-H(L v(t))\right\|=0, \quad \forall t_{0} \in(0, \tau) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in[0, \tau]}\left\|v_{\varepsilon}(t)-v(t)\right\|=0 \tag{2.7}
\end{equation*}
$$

The above corollary only ensures the local uniform convergence of $v_{\varepsilon}$ to $v$. Without specific assumption on the dynamical behaviour of the reduced problem, one cannot expect to get a more refined convergence property. However a uniform convergence property on the unbounded time interval $[0, \infty)$ as well as convergence to an heteroclinic orbit have been obtained by Ducrot et al. [7] for some specific singularly perturbed delay differential equation by coupling a slow manifold approach estimate reminiscent from Theorem 2.9 together with the dynamical properties of the reduced system.

Remark 2.12 We would like to note that the above results also hold true in the case where the maps $F$ and $G$ smoothly depend on the small parameter $\varepsilon$, namely $F \equiv F(\varepsilon, x, L y)$ and $G \equiv G(\varepsilon, x, y)$. Indeed, as for the reformulation of (1.8), such a parametrized case can be re-written as a special case of (1.1) by extending the problem as follows

$$
\left\{\begin{array}{l}
\varepsilon \frac{d u_{\varepsilon}(t)}{d t}=A u_{\varepsilon}(t)+F\left(z_{\varepsilon}(t), u_{\varepsilon}(t), L v_{\varepsilon}(t)\right) \\
\frac{d v_{\varepsilon}(t)}{d t}=B v_{\varepsilon}(t)+G\left(z_{\varepsilon}(t), u_{\varepsilon}(t), v_{\varepsilon}(t)\right) \\
\frac{d z_{\varepsilon}(t)}{d t}=0
\end{array}\right.
$$

together with the initial data

$$
u_{\varepsilon}(0)=x_{\varepsilon} \in \overline{D(A)}, v_{\varepsilon}(0)=y_{\varepsilon} \in \overline{D(B)} \text { and } z_{\varepsilon}(0)=\varepsilon
$$

## 3 Proof of Theorem 2.9

This section is devoted to the proof of Theorem 2.9. We firstly state a preliminary result on abstract Cauchy problems. Then we derive some basic regularity properties of the graph $H$ before investigating the short time behaviour of the solution of (1.1). Then a suitable fixed point reformulation for the solution of (1.1) is obtained and used together with a contraction property around the graph to complete the proof of the theorem.

### 3.1 Preliminary

Let $\widehat{z} \in \mathcal{M}_{Z}$ be given. Recalling the definition of the semiflow $U_{z}$ in Assumption 2.6 , the map $t \rightarrow U_{\widehat{z}}(t) x$ is a mild solution of

$$
\frac{d u(t)}{d t}=A u(t)+F(u(t), \widehat{z}), t \geq 0, u(0)=x \in \overline{D(A)}
$$

Since $x \rightarrow F(x, \widehat{z})$ is continuously differentiable, by using Proposition 5.1 in [21] we deduce that $x \rightarrow U_{\widehat{z}}(t) x$ is continuously differentiable, and if we set

$$
V(t) y:=\partial_{x} U_{\widehat{z}}(t)(H(\widehat{z})) y, \quad \forall y \in \overline{D(A)},
$$

then $\{V(t)\}_{t \geq 0}$ is a strongly continuous semigroup of bounded linear operators on $\overline{D(A)}$ and $t \rightarrow V(t) y$ is a mild solution of

$$
\frac{d V(t) y}{d t}=A V(t) y+C V(t) y, t \geq 0 \text { with } V(0) y=y \in \overline{D(A)}
$$

Here we have set

$$
C y:=\partial_{u} F(H(\widehat{z}), \widehat{z}) y, \forall y \in \overline{D(A)}
$$

Now since for all $h \in \overline{D(A)}$ one has

$$
\begin{aligned}
\|V(t) h\| & =\lim _{\delta \searrow 0} \frac{\left\|U_{\widehat{z}}(t)(\delta h+H(\widehat{z}))-U_{\widehat{z}}(t)(H(\widehat{z}))\right\|}{\delta} \\
& =\lim _{\delta \searrow 0} \frac{\left\|U_{\widehat{z}}(t)(\delta h+H(\widehat{z}))-H(\widehat{z})\right\|}{\delta},
\end{aligned}
$$

we deduce by using Assumption 2.6-(b) that

$$
\|V(t) h\| \leq \kappa e^{-\alpha t}\|h\|, \forall t \geq 0
$$

Since $A$ is a Hille-Yosida operator and $C$ is bounded linear, the linear operator $A+C: D(A) \rightarrow X$ is also a Hille-Yosida operator (see Arendt et al. [1]) with respect to the constants $\left(\omega_{A+C}, M_{A+C}\right)$. Moreover one has

$$
\omega_{A+C} \leq-\alpha<0
$$

Indeed, $\{V(t)\}_{t \geq 0}$ is the strongly continuous semigroup generated by $(A+C)_{0}$ (the part of $A+C$ in $\overline{D(A)})$. We deduce that the growth rate of $\{V(t)\}_{t \geq 0}$ satisfies

$$
\omega\left((A+C)_{0}\right):=\lim _{t \rightarrow+\infty} \frac{\ln (\|V(t)\|)}{t} \leq-\alpha
$$

Let $\widehat{\alpha} \in(0, \alpha)$ be given and fixed. We obtained that $(-\widehat{\alpha},+\infty) \subset \rho\left((A+C)_{0}\right)$ the resolvent set of $(A+B)_{0}$, and we can find $\widehat{M} \geq 0$ such that

$$
\begin{equation*}
\left\|\left(\lambda I-(A+C)_{0}\right)^{-n}\right\|_{\mathcal{C}(\overline{D(A)})} \leq \frac{\widehat{M}}{(\lambda+\widehat{\alpha})^{n}}, \forall \lambda>-\widehat{\alpha}, \forall n \geq 1 \tag{3.1}
\end{equation*}
$$

Moreover since $A+C$ is a Hille-Yosida operator, the resolvent set $\rho(A+C)$ of $(A+C)$ is non empty. Let $\mu>\omega_{A+C}$ be given. By using Lemma 2.1 in [22] ensures that

$$
\rho(A+C)=\rho\left((A+C)_{0}\right)
$$

and for each $\lambda>-\widehat{\alpha}$ one has

$$
(\lambda I-(A+C))^{-1}=(\mu-\lambda)\left(\lambda I-(A+C)_{0}\right)^{-1}(\mu I-(A+C))^{-1}+(\mu I-(A+C))^{-1}
$$

Therefore we get

$$
\left\|(\lambda+\widehat{\alpha})(\lambda I-(A+C))^{-1}\right\| \leq[|(\mu-\lambda)| \widehat{M}+(\lambda+\widehat{\alpha})]\left\|(\mu I-(A+C))^{-1}\right\|,
$$

whenever $\lambda \in\left(-\widehat{\alpha}, \omega_{A+C}+1\right)$, and

$$
\left\|(\lambda+\widehat{\alpha})(\lambda I-(A+C))^{-1}\right\| \leq \frac{(\lambda+\widehat{\alpha})}{\left(\lambda-\omega_{A+C}\right)},
$$

whenever $\lambda \geq \omega_{A+C}+1$. Hence this yields

$$
\begin{equation*}
\sup _{\lambda>-\widehat{\alpha}}\left\|(\lambda+\widehat{\alpha})(\lambda I-(A+C))^{-1}\right\|<+\infty . \tag{3.2}
\end{equation*}
$$

Combining (3.1) and (3.2) we obtain the following lemma.
Lemma 3.1 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then $A+C$ is a Hille-Yosida operator and we can choose the constants $\left(\omega_{A+C}, M_{A+C}\right)$ such that

$$
M_{A+C} \geq 1 \text { and } \omega_{A+C} \in(-\alpha, 0)
$$

By using the above lemma it follows that replacing $A$ by $A+C$ and $F(x, z)$ by $F(x, z)-C$, we can assume (without loss of generality) that $A$ is a Hille-Yosida operator with the constants $\left(\omega_{A}, M_{A}\right)$ satisfying

$$
M_{A} \geq 1 \text { and } \omega_{A} \in(-\alpha, 0)
$$

### 3.2 Short time behaviour

In this part, we investigate the short time behaviour of the solutions. Roughly speaking we will show that the solution $u_{\varepsilon}(t)$ quickly approaches the graph of $H\left(L v_{\varepsilon}(t)\right)$. In order to prove this result, let us first derive some regularity properties of the graph of $H$.

Lemma 3.2 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then H is Lipschitz continuous from $\mathcal{M}_{Z}$ into $D(A)$ endowed with the graph norm, that is there exists a constant $C_{H}>0$ such that for all $z, \bar{z} \in \mathcal{M}_{Z}$

$$
\|A H(z)-A H(\bar{z})\|_{X}+\|H(z)-H(\bar{z})\|_{X} \leq C_{H}\|z-\bar{z}\|_{Z}
$$

and

$$
\|H(z)\| \leq C_{H}
$$

Proof. Let $z, \bar{z} \in \mathcal{M}_{Z}$ be given. Recall $\kappa$ and $\alpha$ are defined in (2.4), and set

$$
\begin{equation*}
\nu:=\frac{\ln (2 \kappa)}{\alpha} \Leftrightarrow \kappa e^{-\alpha \nu}=\frac{1}{2} \tag{3.3}
\end{equation*}
$$

First note that due to (2.4) one has

$$
\begin{aligned}
\|H(z)-H(\bar{z})\| & \leq\left\|H(z)-U_{z}(\nu) H(\bar{z})\right\|+\left\|U_{z}(\nu) H(\bar{z})-H(\bar{z})\right\| \\
& \leq \kappa e^{-\alpha \nu}\|H(z)-H(\bar{z})\|+\left\|U_{z}(\nu) H(\bar{z})-H(\bar{z})\right\|
\end{aligned}
$$

Hence it follows from (3.3) that

$$
\begin{equation*}
\|H(z)-H(\bar{z})\| \leq 2\left\|U_{z}(\nu) H(\bar{z})-H(\bar{z})\right\| \tag{3.4}
\end{equation*}
$$

Let us now derive an estimate for $\left\|U_{z}(\nu) H(\bar{z})-H(\bar{z})\right\|$. Note that as a consequence the variation of the constants formula one obtains that for all $t \geq 0$,
$U_{z}(t) H(\bar{z})=T_{A_{0}}(t) H(\bar{z})+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{A_{0}}(t-s) \lambda R_{\lambda}(A) F\left(U_{z}(t) H(\bar{z}), z\right) d s$,
and
$U_{\bar{z}}(t) H(\bar{z})=T_{A_{0}}(t) H(\bar{z})+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{A_{0}}(t-s) \lambda R_{\lambda}(A) F\left(U_{\bar{z}}(t) H(\bar{z}), \bar{z}\right) d s$.
Next observe that

$$
\begin{equation*}
U_{\bar{z}}(t) H(\bar{z})=H(\bar{z}), \forall t \geq 0 . \tag{3.6}
\end{equation*}
$$

Then replacing $U_{\bar{z}}(t) H(\bar{z})$ by $H(\bar{z})$ into (3.6), subtracting (3.5) to (3.6) and recalling that $A$ is a Hille-Yosida operator with type $\left(\omega_{A}, M_{A}\right)$ yield for each $t \geq 0$,
$\left\|U_{z}(t) H(\bar{z})-H(\bar{z})\right\| \leq M_{A} \int_{0}^{t} e^{\omega_{A}(t-s)}\left\|F\left(U_{z}(s) H(\bar{z}), z\right)-F(H(\bar{z}), \bar{z})\right\| d s$.
Since by Assumptions 2.6 the map $z \rightarrow H(z)$ is bounded, by using (2.4) we deduce that

$$
\sup _{t \geq 0, z, \bar{z} \in \mathcal{M}_{Z}}\left\|U_{z}(t) H(\bar{z})\right\| \leq \sup _{z, \bar{z} \in \mathcal{M}_{Z}}[\kappa\|H(\bar{z})-H(z)\|+\|H(z)\|]<+\infty
$$

Since $F$ is Lipschitz continuous on bounded sets, we can find a constant $C_{F}>0$ such that for each $t \in[0, \nu]$

$$
\left\|U_{z}(t) H(\bar{z})-H(\bar{z})\right\| \leq M_{A} C_{F} \int_{0}^{t} e^{\omega_{A}(t-s)}\left[\left\|U_{z}(s) H(\bar{z})-H(\bar{z})\right\|+\|z-\bar{z}\|\right] d s
$$

so that

$$
\begin{aligned}
e^{-\omega_{A} t}\left\|U_{z}(t) H(\bar{z})-H(\bar{z})\right\| \leq & M_{A} C_{F} \nu e^{\left|\omega_{A}\right| \nu}\|z-\bar{z}\| \\
& +M_{A} C_{F} \int_{0}^{t} e^{-\omega_{A} s}\left\|U_{z}(s) H(\bar{z})-H(\bar{z})\right\| d s
\end{aligned}
$$

Hence applying Gronwall's inequality provides

$$
\left\|U_{z}(\nu) H(\bar{z})-H(\bar{z})\right\| \leq M_{A} C_{F} \nu e^{2\left|\omega_{A}\right| \nu} e^{M_{A} C_{F} \nu}\|z-\bar{z}\|,
$$

and by plugging this last inequality into (3.4) we obtain

$$
\|H(z)-H(\bar{z})\| \leq 2 M_{A} C_{F} \nu e^{2\left|\omega_{A}\right| \nu} e^{M_{A} C_{F} \nu}\|z-\bar{z}\| .
$$

The proof is completed by using again the fact that $F$ is Lipschitz on bounded sets and equation (2.3).

Using this regularity property we will prove a first lemma which express the fact that the solutions are approaching rapidly the graph of $H$.

Lemma 3.3 (Fast approach to the graph of $H$ ) Let Assumptions 2.2, 2.4 and 2.6 be satisfied. We can find a constant $C_{0}>0$ such that $\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right)$ a mild solution of system (1.1) satisfies

$$
\begin{aligned}
\left\|u_{\varepsilon}(\varepsilon t)-H\left(L v_{\varepsilon}(\varepsilon t)\right)\right\| \leq \kappa & e^{-\alpha t}\left\|x_{\varepsilon}-H\left(L y_{\varepsilon}\right)\right\| \\
& +C_{0}(1+t) e^{C_{0} t} \sup _{s \in[0, \varepsilon t]}\left\|L v_{\varepsilon}(s)-L v_{\varepsilon}(0)\right\|
\end{aligned}
$$

whenever $\varepsilon \in(0,1]$ and $t>0$.
Proof. By Assumption 2.6 and since $L v_{\varepsilon}(0)=L y_{\varepsilon} \in \mathcal{M}_{Z}$, for each $\varepsilon \in(0,1]$, we can find $\bar{u}_{\varepsilon} \in C([0,+\infty), \overline{D(A)})$ a mild solution of

$$
\frac{d \bar{u}_{\varepsilon}(t)}{d t}=A \bar{u}_{\varepsilon}(t)+F\left(\bar{u}_{\varepsilon}(t), L v_{\varepsilon}(0)\right), t \geq 0 \text { and } \bar{u}_{\varepsilon}(0)=x_{\varepsilon}
$$

Define $\widehat{u}_{\varepsilon} \in C([0,+\infty), \overline{D(A)})$ by

$$
\widehat{u}_{\varepsilon}(t):=\bar{u}_{\varepsilon}\left(\frac{t}{\varepsilon}\right)=U_{L y_{\varepsilon}}\left(\frac{t}{\varepsilon}\right) x_{\varepsilon}, \forall t \geq 0
$$

the mild solution of

$$
\varepsilon \frac{d \widehat{u}_{\varepsilon}(t)}{d t}=A \widehat{u}_{\varepsilon}(t)+F\left(\widehat{u}_{\varepsilon}(t), L v_{\varepsilon}(0)\right), t \geq 0 \text { and } \widehat{u}_{\varepsilon}(0)=x_{\varepsilon} .
$$

Therefore recalling that $u_{\varepsilon} \in C([0, \tau), \overline{D(A)})$ is the mild solution of

$$
\varepsilon \frac{d u_{\varepsilon}(t)}{d t}=A u_{\varepsilon}(t)+F\left(u_{\varepsilon}(t), L v_{\varepsilon}(t)\right), t \geq 0 \text { and } u_{\varepsilon}(0)=x_{\varepsilon}
$$

and setting

$$
\Delta_{\varepsilon}(t):=u_{\varepsilon}(t)-\widehat{u}_{\varepsilon}(t), \forall t \in[0, \tau)
$$

one has for all $t \in[0, \tau)$
$\Delta_{\varepsilon}(t)=\varepsilon^{-1} \lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{A_{0}}\left(\frac{t-s}{\varepsilon}\right) \lambda R_{\lambda}(A)\left[F\left(\Delta_{\varepsilon}(s)+\widehat{u}_{\varepsilon}(s), L v_{\varepsilon}(s)\right)-F\left(\widehat{u}_{\varepsilon}(s), L v_{\varepsilon}(0)\right)\right] d s$.

Since $F$ is Lipschitz on bounded sets, by using the boundedness Assumption 2.4-(b), and (2.1) we deduce that we can find a constant $C_{F}>0$ such that for all $t \geq 0$ and all $\varepsilon \in(0,1]$

$$
\left\|\Delta_{\varepsilon}(t)\right\| \leq \frac{M_{A} C_{F}}{\varepsilon} \int_{0}^{t} e^{\frac{\omega_{A}}{\varepsilon}(t-s)}\left[\left\|L v_{\varepsilon}(s)-L v_{\varepsilon}(0)\right\|+\left\|\Delta_{\varepsilon}(s)\right\|\right] d s
$$

By making a change of variable $l=s / \varepsilon$ in this integral, we obtain for all $t \geq 0$ and all $\varepsilon \in(0,1]$,

$$
\left\|\Delta_{\varepsilon}(\varepsilon t)\right\| \leq C_{1} \int_{0}^{t} e^{\omega_{A}(t-l)}\left[\left\|L v_{\varepsilon}(\varepsilon l)-L v_{\varepsilon}(0)\right\|+\left\|\Delta_{\varepsilon}(\varepsilon l)\right\|\right] d l
$$

where $C_{1}:=M_{A} C_{F}$.
It follows that for all $t \in[0, \nu]$ (since we can assume that $\omega_{A}<0$ ) we have

$$
e^{-\omega_{A} t}\left\|\Delta_{\varepsilon}(\varepsilon t)\right\| \leq C_{1} \nu \sup _{l \in[0, \nu]}\left\|L v_{\varepsilon}(\varepsilon l)-L v_{\varepsilon}(0)\right\|+C_{1} \int_{0}^{t} e^{-\omega_{A} l}\left\|\Delta_{\varepsilon}(\varepsilon l)\right\| d l
$$

By applying the Gronwall's lemma we obtain for each $t \in[0, \nu]$

$$
e^{-\omega_{A} t}\left\|\Delta_{\varepsilon}(\varepsilon t)\right\| \leq C_{1} \nu \sup _{l \in[0, \nu]}\left\|L v_{\varepsilon}(\varepsilon l)-L v_{\varepsilon}(0)\right\| \exp \left(C_{1} t\right)
$$

that provides that

$$
\begin{equation*}
\left\|\Delta_{\varepsilon}(\varepsilon \nu)\right\| \leq C_{1} \nu \sup _{s \in[0, \varepsilon \nu]}\left\|L v_{\varepsilon}(s)-L v_{\varepsilon}(0)\right\| \exp \left(\left[\omega_{A}+C_{1}\right] \nu\right) \tag{3.7}
\end{equation*}
$$

Finally we observe that

$$
\begin{align*}
\left\|u_{\varepsilon}(\varepsilon \nu)-H\left(L v_{\varepsilon}(\varepsilon \nu)\right)\right\| & \leq\left\|u_{\varepsilon}(\varepsilon \nu)-\widehat{u}_{\varepsilon}(\varepsilon \nu)\right\| \\
& +\left\|\widehat{u}_{\varepsilon}(\varepsilon \nu)-H\left(L v_{\varepsilon}(0)\right)\right\|  \tag{3.8}\\
& +\left\|H\left(L v_{\varepsilon}(0)\right)-H\left(L v_{\varepsilon}(\varepsilon \nu)\right)\right\|
\end{align*}
$$

and due to Assumption 2.6-(b) we also have

$$
\begin{equation*}
\left\|\widehat{u}_{\varepsilon}(\varepsilon \nu)-H\left(L v_{\varepsilon}(0)\right)\right\| \leq \kappa e^{-\alpha \nu}\left\|\bar{u}_{\varepsilon}(0)-H\left(L v_{\varepsilon}(0)\right)\right\| . \tag{3.9}
\end{equation*}
$$

Hence using the fact that $H$ is Lipschitz continuous on $\mathcal{M}_{Z}$ the result follows from (3.7)-(3.9).

### 3.3 Fixed point reformulation of the $u_{\varepsilon}$-equation

The proof of Theorem 2.9 will be performed by a fixed point argument. To do so, we will reformulate the $u_{\varepsilon}$-equation of (1.1) into a more convenient form and derive a fixed point problem. Define

$$
C(z):=\partial_{u} F(H(z), z), \forall z \in \mathcal{M}_{Z}
$$

and

$$
\begin{equation*}
K(u, z):=F(u, z)-F(H(z), z)-C(z)[u-H(z)], \forall z \in \mathcal{M}_{Z} \tag{3.10}
\end{equation*}
$$

First note that one has

$$
F(u, z)-F(H(z), z)=\int_{0}^{1} \partial_{u} F(\theta u+(1-\theta) H(z), z)[u-H(z)] d \theta
$$

so that

$$
\begin{equation*}
K(u, z)=\int_{0}^{1}\left[\partial_{u} F(\theta u+(1-\theta) H(z), z)-\partial_{u} F(H(z), z)\right][u-H(z)] d \theta \tag{3.11}
\end{equation*}
$$

By using Assumption 2.6-(a) we have $A H(z)+F(H(z), z)=0$ therefore

$$
\begin{aligned}
A u+F(u, L v) & =A(u-H(L v))+A H(L v)+F(u, L v) \\
& =A(u-H(L v))-F(H(L v), L v)+F(u, L v) \\
& =A(u-H(L v))+K(u, L v)+C(L v)(u-H(L v))
\end{aligned}
$$

Therefore the $u_{\varepsilon}$-equation of (1.1) re-writes as
$\left\{\begin{array}{l}\varepsilon \frac{d u_{\varepsilon}(t)}{d t}=\left[A+C\left(L v_{\varepsilon}(t)\right)\right]\left[u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right]+K\left(u_{\varepsilon}(t), L v_{\varepsilon}(t)\right), \text { for } t \geq 0, \\ u_{\varepsilon}(0)=x_{\varepsilon} \in \overline{D(A) .}\end{array}\right.$
We also have for any $v, w \in Y$ and $u \in X$

$$
\begin{aligned}
(A+C(L v))(u-H(L v))= & (A+C(L w))(u-H(L v))-(C(L w)-C(L v))(u-H(L v)) \\
= & (A+C(L w)) u-(A+C(L w)) H(L v) \\
& +(C(L v)-C(L w))(u-H(L v))
\end{aligned}
$$

hence for each $l \geq 0, u_{\varepsilon}$ is a mild solution of the following abstract Cauchy problem

$$
\begin{align*}
\varepsilon \frac{d u_{\varepsilon}(t)}{d t}= & {\left[A+C\left(L v_{\varepsilon}(l)\right)\right] u_{\varepsilon}(t) } \\
& -\left[A+C\left(L v_{\varepsilon}(l)\right)\right] H\left(L v_{\varepsilon}(t)\right)  \tag{3.12}\\
& +K\left(u_{\varepsilon}(t), L v_{\varepsilon}(t)\right) \\
& +\left[C\left(L v_{\varepsilon}(t)\right)-C\left(L v_{\varepsilon}(l)\right)\right]\left[u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right]
\end{align*}
$$

with

$$
u_{\varepsilon}(0)=x_{\varepsilon} \in \overline{D(A)}
$$

In the sequel we will concentrate our study on system (3.12) parametrized by $l \in[0, \tau)$. For more simplicity in the notations we define for each $l \in[0, \tau)$

$$
T_{l}(t) x:=T_{\left(A+C\left(L v_{\varepsilon}(l)\right)\right)_{0}}(t) x, \forall t \geq 0 \text { and } \forall x \in \overline{D\left(A+C\left(L v_{\varepsilon}(l)\right)\right)}=\overline{D(A)},
$$

where $\left\{T_{\left(A+C\left(L v_{\varepsilon}(l)\right)\right)_{0}}(t)\right\}_{t \geq 0} \subset \mathcal{L}(\overline{D(A)})$ is the strongly continuous semigroup generated by $\left(A+C\left(L v_{\varepsilon}(l)\right)\right)_{0}$ the part of $A+C\left(L v_{\varepsilon}(l)\right)$ in $\overline{D(A)}$.

By Assumption 2.4-(b) and Assumption 2.6-(a) the subset

$$
\widehat{\mathcal{M}}_{1}=\overline{\mathcal{M}_{X} \cup\left\{H(z): z \in \mathcal{M}_{Z}\right\}}
$$

is closed and bounded and the solutions of system (1.1) satisfies

$$
u_{\varepsilon}(t) \in \widehat{\mathcal{M}}_{1} \text { and } H\left(L v_{\varepsilon}(t)\right) \in \widehat{\mathcal{M}}_{1} \forall t \in[0, \tau), \forall \varepsilon \in(0,1]
$$

We also note that since $F$ and $\partial_{u} F$ are Lipschitz continuous on bounded sets it follows that there exists a constant $C_{F}>0$ such that for all $(u, z),(\bar{u}, \bar{z}) \in$ $\widehat{\mathcal{M}}_{1} \times \mathcal{M}_{Z}$

$$
\left\{\begin{array}{l}
\|F(u, z)-F(\bar{u}, \bar{z})\| \leq C_{F}\|u-\bar{u}\|+C_{F}\|z-\bar{z}\|  \tag{3.13}\\
\left\|\partial_{u} F(u, z)-\partial_{u} F(\bar{u}, \bar{z})\right\|_{\mathcal{L}(\overline{D(A)}, X)} \leq C_{F}\|u-\bar{u}\|+C_{F}\|z-\bar{z}\|
\end{array}\right.
$$

and for all $(u, z) \in \widehat{\mathcal{M}}_{1} \times \mathcal{M}_{Z}$

$$
\begin{equation*}
\|F(u, z)\| \leq C_{F} \text { and }\left\|\partial_{u} F(u, z)\right\|_{\mathcal{L}(\overline{D(A)}, x)} \leq C_{F} \tag{3.14}
\end{equation*}
$$

Note that by using (3.11) and (3.13)-(3.14) we obtain for all $(u, z),(\bar{u}, \bar{z}) \in$ $\widehat{\mathcal{M}}_{1} \times \mathcal{M}_{Z}$

$$
\begin{equation*}
\|K(u, z)\| \leq C_{F}\|u-H(z)\|^{2} \tag{3.15}
\end{equation*}
$$

while using (3.10) combined with (3.13)-(3.14) yields

$$
\begin{aligned}
K(u, z)-K(\bar{u}, z) & =F(u, z)-F(\bar{u}, z)-\partial_{u} F(H(z), z)[\bar{u}-u] \\
& =\int_{0}^{1}\left[\partial_{u} F((1-\theta)(\bar{u}-u)+u, z)-\partial_{u} F(H(z), z)\right][\bar{u}-u] d \theta
\end{aligned}
$$

so that

$$
\begin{equation*}
\|K(u, z)-K(\bar{u}, z)\| \leq C_{F}[\|u-\bar{u}\|+\|u-H(z)\|]\|u-\bar{u}\| . \tag{3.16}
\end{equation*}
$$

Let us now prove the following two lemmas that are crucial in obtaining the fixed point formulation.

Lemma 3.4 Let Assumptions 2.2, 2.4 and 2.6 be satisfied. Then the following two properties hold true
(i) For each $l \in[0, \tau)$ and $\varepsilon \in(0,1]$ the semigroup $\left\{T_{l}(t)\right\}_{t \geq 0} \subset \mathcal{L}(\overline{D(A)})$ satisfies

$$
\begin{equation*}
\left\|T_{l}(t) x\right\| \leq \kappa e^{-\alpha t}\|x\|, \quad \forall t \geq 0, \quad \forall x \in \overline{D(A)} \tag{3.17}
\end{equation*}
$$

and we have

$$
\begin{equation*}
(-\alpha,+\infty) \subset \rho\left(A+C\left(L v_{\varepsilon}(l)\right)\right) \tag{3.18}
\end{equation*}
$$

(ii) The resolvent $R_{\lambda}(l):=\left[\lambda-A-C\left(L v_{\varepsilon}(l)\right)\right]^{-1}$ with $\lambda \in \rho\left(A+C\left(L v_{\varepsilon}(l)\right)\right)$ satisfies

$$
\limsup _{\lambda \rightarrow+\infty}\left\|\lambda R_{\lambda}(l)\right\|_{\mathcal{L}(X)} \leq M_{A}
$$

Proof. Assertion (i) is proved in section 3.1 and it remains to prove (ii). To that aim note that due to (3.14) one has

$$
\sup _{\varepsilon \in(0,1], l \in[0, \tau)}\left\|C\left(L v_{\varepsilon}(l)\right)\right\|_{\mathcal{L}(\overline{D(A)} \times \overline{D(B)}, X \times Y)} \leq C_{F}
$$

so that for all $l \in[0, \tau)$ and $\lambda>\omega_{A}+M_{A} C_{F}$, the resolvent $R_{\lambda}(l)$ exists and it is the unique fixed point of

$$
R_{\lambda}(l)=R_{\lambda}(A)+R_{\lambda}(A) C\left(L v_{\varepsilon}(l)\right) R_{\lambda}(l)
$$

For $l \in[0, \tau)$ and $\lambda \in \rho\left(A+C\left(L v_{\varepsilon}(l)\right)\right)$ large enough one has
$\left\|R_{\lambda}(l)\right\| \leq \frac{M_{A}}{\lambda-\omega_{A}}+\frac{M_{A}}{\lambda-\omega_{A}} C_{F}\left\|R_{\lambda}(l)\right\| \Longrightarrow\left\|R_{\lambda}(l)\right\|_{\mathcal{L}(X)} \leq \frac{M_{A}}{\lambda-\omega_{A}-M_{A} C_{F}}$, and the result follows.

The second lemma is the following
Lemma 3.5 Let $\widehat{A}: D(\widehat{A}) \rightarrow X$ be a Hille-Yosida operator such that $0 \in$ $\rho(\widehat{A})$. Then for each $x \in X$ and each $t \geq 0$ one has

$$
\widehat{A}^{-1} x=T_{\widehat{A}_{0}}(t) \widehat{A}^{-1} x-\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{\widehat{A}_{0}}(t-l) \lambda(\lambda I-\widehat{A})^{-1} x d l,
$$

where $\widehat{A}_{0}$ denotes the part of $\widehat{A}$ in $\overline{D(\widehat{A})}$ and $\left\{T_{\widehat{A}_{0}}(t)\right\}_{t \geq 0} \subseteq \mathcal{L}(\overline{D(\widehat{A})}, X)$ is the strongly continuous semigroup generated by $\widehat{A}_{0}$.

Remark 3.6 By using the above formula we deduce that for each $t, s \in \mathbb{R}$ with $t \geq s$

$$
\widehat{A}^{-1} x=T_{\widehat{A}_{0}}(t-s) \widehat{A}^{-1} x-\lim _{\lambda \rightarrow+\infty} \int_{s}^{t} T_{\widehat{A}_{0}}(t-l) \lambda(\lambda I-\widehat{A})^{-1} x d l
$$

Proof. This lemma follows by observing that $u(t)=\widehat{A}^{-1} x, t \geq 0$ is a mild stationary solution of the problem

$$
\frac{d u(t)}{d t}=\widehat{A} u(t)-x, t \geq 0 \text { and } u(0)=\widehat{A}^{-1} x
$$

and since the mild solution of the above equation is also given by

$$
u(t)=T_{\widehat{A}_{0}}(t) \widehat{A}^{-1} x+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{\widehat{A}_{0}}(t-l) \lambda(\lambda I-\widehat{A})^{-1} x d l
$$

the result follows.
To define our fixed point problem we will use a variation of constants formula. In fact applying the results in [21] to equation (3.12) yields for each $t \geq t_{0}$

$$
\begin{align*}
u_{\varepsilon}(t)= & T_{l}\left(\frac{t-t_{0}}{\varepsilon}\right) u_{\varepsilon}\left(t_{0}\right)+\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l) K\left(u_{\varepsilon}(r), L v_{\varepsilon}(r)\right) d r \\
& -\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[A+C\left(L v_{\varepsilon}(l)\right)\right] H\left(L v_{\varepsilon}(r)\right) d r  \tag{3.19}\\
& +\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[C\left(L v_{\varepsilon}(\varepsilon r)\right)-C\left(L v_{\varepsilon}(l)\right)\right]\left[u_{\varepsilon}(r)-H\left(L v_{\varepsilon}(r)\right)\right] d r
\end{align*}
$$

Due to (3.18) one obtains from Lemma 3.5 that for all $t \geq t_{0}$ and $x \in X$

$$
\left[A+C\left(L v_{\varepsilon}(l)\right)\right]^{-1} x=T_{l}\left(\frac{t-t_{0}}{\varepsilon}\right)\left[A+C\left(L v_{\varepsilon}(l)\right)\right]^{-1} x-\lim _{\lambda \rightarrow+\infty} \int_{\frac{t_{0}}{\varepsilon}}^{\frac{t}{\varepsilon}} T_{l}\left(\frac{t}{\varepsilon}-s\right) \lambda R_{\lambda}(l) x d s
$$

hence that for $x=\left[A+C\left(L v_{\varepsilon}(l)\right)\right] H\left(L v_{\varepsilon}(t)\right)$ one has

$$
\begin{aligned}
H\left(L v_{\varepsilon}(t)\right)= & T_{l}\left(\frac{t-t_{0}}{\varepsilon}\right) H\left(L v_{\varepsilon}(t)\right) \\
& -\lim _{\lambda \rightarrow+\infty} \int_{\frac{t_{0}}{\varepsilon}}^{\frac{t}{\varepsilon}} T_{l}\left(\frac{t}{\varepsilon}-s\right) \lambda R_{\lambda}(l)\left[A+C\left(L v_{\varepsilon}(l)\right)\right] H\left(L v_{\varepsilon}(t)\right) d s
\end{aligned}
$$

Next the change of variables $r=\varepsilon s$ in the foregoing integral provides that

$$
\begin{align*}
H\left(L v_{\varepsilon}(t)\right)= & T_{l}\left(\frac{t-t_{0}}{\varepsilon}\right) H\left(L v_{\varepsilon}(t)\right) \\
& -\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[A+C\left(L v_{\varepsilon}(l)\right)\right] H\left(L v_{\varepsilon}(t)\right) d r \tag{3.20}
\end{align*}
$$

Finally plugging (3.19) into (3.20) and setting

$$
w_{\varepsilon}(t):=u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right), \forall t \in[0, \tau)
$$

yields for each $t \geq t_{0}$

$$
\begin{align*}
& w_{\varepsilon}(t)=T_{l}\left(\frac{t-t_{0}}{\varepsilon}\right)\left(u_{\varepsilon}\left(t_{0}\right)-H\left(L v_{\varepsilon}(t)\right)\right) \\
& +\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l) K\left(w_{\varepsilon}(r)+H\left(L v_{\varepsilon}(r)\right), L v_{\varepsilon}(r)\right) d r \\
& -\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[A+C\left(L v_{\varepsilon}(l)\right)\right]\left[H\left(L v_{\varepsilon}(r)\right)-H\left(L v_{\varepsilon}(t)\right)\right] d r \\
& +\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{0}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[C\left(L v_{\varepsilon}(r)\right)-C\left(L v_{\varepsilon}(l)\right)\right] w_{\varepsilon}(r) d r . \tag{3.21}
\end{align*}
$$

### 3.4 Proof of Theorem 2.9

This section is devoted to the proof of Theorem 2.9. To do so note that this result will follow from the following claim.

Claim 3.7 Let $t_{0} \in(0, \tau)$ be given. For each $\delta>0$ we can find $\varepsilon_{1}:=\varepsilon_{1}(\delta)>0$ satisfying

$$
\sup _{t \in\left[t_{0}, \tau\right)}\left\|w_{\varepsilon}(t)\right\| \leq \delta, \forall \varepsilon \in\left(0, \varepsilon_{1}\right)
$$

Proof. We will prove the claim for each $\delta>0$ small enough. Let $\left\{t_{\varepsilon}\right\}_{\varepsilon \in(0,1]} \subset \mathbb{R}_{+}$ be a given family such that

$$
t_{\varepsilon} \rightarrow 0 \text { as } \varepsilon \rightarrow 0^{+}
$$

At this stage of the proof the family $\left\{t_{\varepsilon}\right\}_{\varepsilon \in(0,1]} \subset \mathbb{R}_{+}$does not need to be specified. This will be done at the final step of the proof after fixing some parameters. Consider the following Banach spaces

$$
\mathcal{B C}_{\varepsilon}:=\left\{w \in C\left(\left[t_{\varepsilon}, \tau\right), \overline{D(A)}\right):\|w\|_{\infty}:=\sup _{t \in\left[t_{\varepsilon}, \tau\right)}\|w(t)\|<+\infty\right\}
$$

We now re-write equation (3.21) as

$$
w_{\varepsilon}=\Gamma^{\varepsilon}\left(w_{\varepsilon}\right) \text { with } w_{\varepsilon} \in \mathcal{B C} \mathcal{C}_{\varepsilon}
$$

where the map $\Gamma^{\varepsilon}$ is defined by

$$
\begin{equation*}
\Gamma^{\varepsilon}(w)(t):=\mathcal{T}_{1}^{\varepsilon}(t)+\mathcal{S}_{1}^{\varepsilon}(w)(t)+\mathcal{T}_{2}^{\varepsilon}(t)+\mathcal{S}_{2}^{\varepsilon}(w)(t), \forall t \in\left[t_{\varepsilon}, \tau\right) \tag{3.22}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathcal{T}_{1}^{\varepsilon}(t):=T_{l}\left(\frac{t-t_{\varepsilon}}{\varepsilon}\right)\left(u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}(t)\right)\right), \\
\mathcal{S}_{1}^{\varepsilon}(w)(t):=\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{\varepsilon}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l) K\left(w(r)+H\left(L v_{\varepsilon}(r)\right), L v_{\varepsilon}(r)\right) d r, \tag{3.24}
\end{gather*}
$$

$\mathcal{T}_{2}^{\varepsilon}(t):=-\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{\varepsilon}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[A+C\left(L v_{\varepsilon}(l)\right)\right]\left[H\left(L v_{\varepsilon}(r)\right)-H\left(L v_{\varepsilon}(t)\right)\right] d r$,
$\mathcal{S}_{2}^{\varepsilon}(w)(t):=\frac{1}{\varepsilon} \lim _{\lambda \rightarrow+\infty} \int_{t_{\varepsilon}}^{t} T_{l}\left(\frac{t-r}{\varepsilon}\right) \lambda R_{\lambda}(l)\left[C\left(L v_{\varepsilon}(r)\right)-C\left(L v_{\varepsilon}(l)\right)\right] w(r) d r$.
Next we derive some estimates of $\mathcal{T}_{1}^{\varepsilon}, \mathcal{T}_{2}^{\varepsilon}, \mathcal{S}_{1}^{\varepsilon}$ and $\mathcal{S}_{2}^{\varepsilon}$.
By using the formula $C(z)=\partial_{u} F(H(z), z)$, Lemma 3.2 and equation (3.13) we obtain for all $t, s \in\left[t_{\varepsilon}, \tau\right)$
$\left\|C\left(L v_{\varepsilon}(t)\right)-C\left(L v_{\varepsilon}(s)\right)\right\|_{\mathcal{L}(\overline{D(A)} \times \overline{D(B)}, X \times Y)} \leq C_{F}\left(C_{H}+1\right)\left\|L v_{\varepsilon}(t)-L v_{\varepsilon}(s)\right\|$,
and for all $t \in\left[t_{\varepsilon}, \tau\right]$

$$
\begin{equation*}
\left\|C\left(L v_{\varepsilon}(t)\right)\right\|_{\mathcal{L}(\overline{D(A)} \times \overline{D(B)}, X \times Y)} \leq C_{F} \tag{3.28}
\end{equation*}
$$

Furthermore for each $\varepsilon \in(0,1]$ we denote by $\omega\left(. ; L v_{\varepsilon}\right):\left[0, \tau-t_{\varepsilon}\right) \rightarrow[0,+\infty)$ the modulus of continuity of $L v_{\varepsilon}$ that is

$$
\omega\left(\delta ; L v_{\varepsilon}\right):=\sup _{s, t \in\left[t_{\varepsilon}, \tau\right):|t-s|=\delta}\left\|L v_{\varepsilon}(s)-L v_{\varepsilon}(t)\right\|, \forall \delta<\tau-t_{\varepsilon}
$$

so that

$$
\left\|L v_{\varepsilon}(s)-L v_{\varepsilon}(t)\right\| \leq \omega\left(|t-s| ; L v_{\varepsilon}\right), \forall s, t \in\left[t_{\varepsilon}, \tau\right)
$$

Due to Assumption 2.8 one has

$$
\lim _{h \rightarrow 0^{+}} \omega\left(h ; L v_{\varepsilon}\right)=0
$$

Estimate for $\mathcal{T}_{1}^{\varepsilon}$ : For each $t \in\left[t_{\varepsilon}, \tau\right)$ by writing

$$
\begin{aligned}
\mathcal{T}_{1}^{\varepsilon}(t)= & T_{l}\left(\frac{t-t_{\varepsilon}}{\varepsilon}\right)\left(u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right) \\
& +T_{l}\left(\frac{t-t_{\varepsilon}}{\varepsilon}\right)\left(H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)-H\left(L v_{\varepsilon}(t)\right)\right)
\end{aligned}
$$

and using (3.17) combined with the fact that $H$ is Lipschitz continuous on $\mathcal{M}_{Z}$ it easy to obtain that for all $t \in\left[t_{\varepsilon}, t_{\varepsilon}+\varepsilon|\ln \varepsilon|\right]$ (up to reduce $\varepsilon$ such that $\left.\left[t_{\varepsilon}, t_{\varepsilon}+\varepsilon|\ln \varepsilon|\right] \subset\left[t_{\varepsilon}, \tau\right)\right)$

$$
\begin{equation*}
\left\|\mathcal{T}_{1}^{\varepsilon}(t)\right\| \leq \kappa\left\|u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\|+\kappa C_{H} \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right) \tag{3.29}
\end{equation*}
$$

and for all $t \in\left[t_{\varepsilon}+\varepsilon|\ln \varepsilon|, \tau\right)$ by using (3.17) combined with the uniform boundedness of $H$ on $\mathcal{M}_{Z}$ one gets

$$
\begin{equation*}
\left\|\mathcal{T}_{1}^{\varepsilon}(t)\right\| \leq \kappa e^{-\alpha|\ln \varepsilon|}\left\|\left(u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right)\right\|+2 \kappa C_{H} e^{-\alpha|\ln \varepsilon|} \tag{3.30}
\end{equation*}
$$

Therefore one obtains for all $t \in\left[t_{\varepsilon}, \tau\right)$

$$
\begin{align*}
\left\|\mathcal{T}_{1}^{\varepsilon}(t)\right\| \leq & \kappa\left\|u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\|+\kappa C_{H} \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)  \tag{3.31}\\
& +\kappa e^{-\alpha|\ln \varepsilon|}\left[2 C_{H}+\left\|\left(u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right)\right\|\right]
\end{align*}
$$

Estimate for $\mathcal{S}_{1}^{\varepsilon}$ : By using (3.24) we obtain for all $t \geq t_{\varepsilon}$

$$
\left\|\mathcal{S}_{1}^{\varepsilon}(w)(t)\right\| \leq \frac{\kappa^{2}}{\varepsilon} \int_{t_{\varepsilon}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)}\left\|K\left(w(r)+H\left(L v_{\varepsilon}(r)\right), L v_{\varepsilon}(r)\right)\right\| d r
$$

By using (3.15) we obtain for all $r \in\left[t_{\varepsilon}, t\right]$

$$
\left\|K\left(w(r)+H\left(L v_{\varepsilon}(r)\right), L v_{\varepsilon}(r)\right)\right\| \leq C_{F}\|w(r)\|^{2}
$$

providing that

$$
\begin{equation*}
\left\|\mathcal{S}_{1}^{\varepsilon}(w)(t)\right\| \leq \frac{\kappa^{2}}{\alpha} C_{F}\|w\|_{\infty}^{2}, \quad \forall t \in\left[t_{\varepsilon}, \tau\right) \tag{3.32}
\end{equation*}
$$

Estimate for $\mathcal{T}_{2}^{\varepsilon}$ : By using the fact that $H$ is Lipschitz continuous on $\mathcal{M}_{Z}$ with respect to the graph norm of $A$ combined together with (3.28) we obtain

$$
\left\|\mathcal{T}_{2}^{\varepsilon}(t)\right\| \leq \frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t_{\varepsilon}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)}\left\|L v_{\varepsilon}(r)-L v_{\varepsilon}(t)\right\| d r, \quad \forall t \geq t_{\varepsilon}
$$

Hence if $t \in\left[t_{\varepsilon}, t_{\varepsilon}+\varepsilon|\ln \varepsilon|\right]$ we have

$$
\begin{align*}
\left\|\mathcal{T}_{2}^{\varepsilon}(t)\right\| & \leq \frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t_{\varepsilon}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)} d r \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)  \tag{3.33}\\
& \leq \frac{\kappa^{2}}{\alpha}\left(C_{H}+C_{F}\right) \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)
\end{align*}
$$

and if $t \in\left[t_{\varepsilon}+\varepsilon|\ln \varepsilon|, \tau\right)$ we have

$$
\begin{align*}
\left\|\mathcal{T}_{2}^{\varepsilon}(t)\right\| \leq & \frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t_{\varepsilon}}^{t-\varepsilon|\ln \varepsilon|} e^{-\frac{\alpha}{\varepsilon}(t-r)}\left\|L v_{\varepsilon}(r)-L v_{\varepsilon}(t)\right\| d r  \tag{3.34}\\
& +\frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t-\varepsilon|\ln \varepsilon|}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)}\left\|L v_{\varepsilon}(r)-L v_{\varepsilon}(t)\right\| d r \\
\leq & 2\left\|L v_{\varepsilon}\right\|_{\infty} \frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t_{\varepsilon}}^{t-\varepsilon|\ln \varepsilon|} e^{-\frac{\alpha}{\varepsilon}(t-r)} d r \\
& +\frac{\kappa^{2}}{\varepsilon}\left(C_{H}+C_{F}\right) \int_{t-\varepsilon|\ln \varepsilon|}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)} d r \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right) \\
\leq & 2\left\|L v_{\varepsilon}\right\|_{\infty} \frac{\kappa^{2}}{\alpha}\left(C_{H}+C_{F}\right) e^{-\alpha|\ln \varepsilon|}+\frac{\kappa^{2}}{\alpha}\left(C_{H}+C_{F}\right) \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)
\end{align*}
$$

Thus combining (3.33) with (3.34) yields for all $t \in\left[t_{\varepsilon}, \tau\right)$

$$
\begin{equation*}
\left\|\mathcal{T}_{2}^{\varepsilon}(t)\right\| \leq 2\left\|L v_{\varepsilon}\right\|_{\infty} \frac{\kappa^{2}}{\alpha}\left(C_{H}+C_{F}\right) e^{-\alpha|\ln \varepsilon|}+\frac{\kappa^{2}}{\alpha}\left(C_{H}+C_{F}\right) \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right) \tag{3.35}
\end{equation*}
$$

Estimate for $\mathcal{S}_{2}^{\varepsilon}$ : By using (3.26) combined with (3.27) one obtains
$\left\|\mathcal{S}_{2}^{\varepsilon}(w)(t)\right\| \leq \frac{\kappa^{2}}{\varepsilon} C_{F}\left(C_{H}+1\right) \int_{t_{\varepsilon}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)}\left\|L v_{\varepsilon}(r)-L v_{\varepsilon}(l)\right\|\|w(r)\| d r, \forall t \in\left[t_{\varepsilon}, \tau\right)$.
Since $l \in\left[t_{\varepsilon}, \tau\right)$ is arbitrary by setting $l=t$ and proceeding similarly as for the estimate of $\mathcal{T}_{2}^{\varepsilon}$ we obtain for all $t \in\left[t_{\varepsilon}, \tau\right)$

$$
\begin{align*}
\left\|\mathcal{S}_{2}^{\varepsilon}(w)(t)\right\| \leq & 2\left\|L v_{\varepsilon}\right\|_{\infty} \frac{\kappa^{2}}{\alpha} C_{F}\left(C_{H}+1\right) e^{-\alpha|\ln \varepsilon|}\|w\|_{\infty}  \tag{3.36}\\
& +\frac{\kappa^{2}}{\alpha} C_{F}\left(C_{H}+1\right) \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)\|w\|_{\infty}
\end{align*}
$$

Final step (estimate of $\Gamma^{\varepsilon}$ and fixed point argument): We first fix some constants that will appear in the sequel. This allows us to make clear the choice of $\delta \in(0,1)$ and $\varepsilon \in(0,1]$. To do so define

$$
\begin{equation*}
C_{1}:=\left(1+2 \sup \left(\mathcal{M}_{Z}\right)\right) \frac{\kappa^{2}}{\alpha} \max \left\{C_{F}+C_{H} ; C_{F}\left(C_{H}+1\right) ; 3 C_{F} ; C_{H}\right\} \tag{3.37}
\end{equation*}
$$

From now on let $\delta \in(0,1)$ be given and fixed such that

$$
\begin{equation*}
C_{1} \delta<\frac{1}{4} \tag{3.38}
\end{equation*}
$$

To prove our claim we will use a fixed point argument on

$$
B_{\mathcal{B C}_{\varepsilon}}(0, \delta):=\left\{w \in \mathcal{B C}_{\varepsilon}:\|w\|_{\infty} \leq \delta\right\}
$$

with a careful choice of $\varepsilon \in(0,1]$ and $t_{\varepsilon}$. To do this note that by using (3.37) we obtain respectively from (3.31)
$\left\|\mathcal{T}_{1}^{\varepsilon}(t)\right\| \leq \kappa\left\|u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\|+C_{1}\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right], \forall t \in\left[t_{\varepsilon}, \tau\right)$,
from (3.32)

$$
\left\|\mathcal{S}_{1}^{\varepsilon}(w)(t)\right\| \leq C_{1}\|w\|_{\infty}^{2}, \forall t \in\left[t_{\varepsilon}, \tau\right)
$$

from (3.35)

$$
\left\|\mathcal{T}_{2}^{\varepsilon}(t)\right\| \leq C_{1}\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right], \forall t \in\left[t_{\varepsilon}, \tau\right)
$$

and from (3.36)

$$
\begin{equation*}
\left\|\mathcal{S}_{2}^{\varepsilon}(w)(t)\right\| \leq C_{1}\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right]\|w\|_{\infty}, \forall t \in\left[t_{\varepsilon}, \tau\right) \tag{3.39}
\end{equation*}
$$

We now show that $\Gamma^{\varepsilon}$ maps $B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$ into itself for $\varepsilon \in(0,1]$ small enough and $t_{\varepsilon}=O(\varepsilon)$. Recalling that

$$
\Gamma^{\varepsilon}(w)(t)=\mathcal{T}_{1}^{\varepsilon}(t)+\mathcal{S}_{1}^{\varepsilon}(w)(t)+\mathcal{T}_{2}^{\varepsilon}(t)+\mathcal{S}_{2}^{\varepsilon}(w)(t), \forall t \in\left[t_{\varepsilon}, \tau\right)
$$

it follows that for all $w \in B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$ and $t \in\left[t_{\varepsilon}, \tau\right)$
$\left\|\Gamma^{\varepsilon}(w)(t)\right\| \leq \kappa\left\|u_{\varepsilon}\left(t_{\varepsilon}\right)-H\left(L v_{\varepsilon}\left(t_{\varepsilon}\right)\right)\right\|+\left(2 C_{1}+C_{1}\right)\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right]+C_{1} \delta^{2}$.
Observe that from Lemma 3.3 we have for all $\nu>0$

$$
\left\|u_{\varepsilon}(\varepsilon \nu)-H\left(L v_{\varepsilon}(\varepsilon \nu)\right)\right\| \leq \kappa e^{-\alpha \nu}\left\|x_{\varepsilon}-H\left(L y_{\varepsilon}\right)\right\|+C_{0}(1+\nu) e^{C_{0} \nu} \omega\left(\varepsilon \nu ; L v_{\varepsilon}\right)
$$

with $C_{0}>0$. Then since $\left\|x_{\varepsilon}-H\left(L y_{\varepsilon}\right)\right\|$ is uniformly bounded with respect to $\varepsilon \in(0,1]$, there exists $\nu_{0}>0$ large enough such that

$$
\left\|u_{\varepsilon}\left(\varepsilon \nu_{0}\right)-H\left(L v_{\varepsilon}\left(\varepsilon \nu_{0}\right)\right)\right\| \leq \frac{\delta}{2}+C_{0}\left(1+\nu_{0}\right) e^{C_{0} \nu_{0}} \omega\left(\varepsilon \nu_{0} ; L v_{\varepsilon}\right)
$$

so that for

$$
t_{\varepsilon}=\varepsilon \nu_{0}, \quad \forall \varepsilon \in(0,1]
$$

we obtain for all $t \in\left[\varepsilon \nu_{0}, \tau\right)$
$\left\|\Gamma^{\varepsilon}(w)(t)\right\| \leq \frac{\delta}{2}+C_{0}\left(1+\nu_{0}\right) e^{C_{0} \nu_{0}} \omega\left(\varepsilon \nu_{0} ; L v_{\varepsilon}\right)+\left(2 C_{1}+C_{1}\right)\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right]+C_{1} \delta^{2}$,
Now we infer from (3.38) combined with $\lim _{\varepsilon \rightarrow 0} \omega\left(\varepsilon \nu_{0} ; L v_{\varepsilon}\right)=0$ and $\lim _{\varepsilon \rightarrow 0} \omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)=$ 0 that there exists $\varepsilon_{1}:=\varepsilon_{1}(\delta)>0$ such that for all $\varepsilon \in\left(0, \varepsilon_{1}\right)$

$$
\left\{\begin{array}{l}
\left(2 C_{1}+C_{1}\right)\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right) e^{-\alpha|\ln \varepsilon|}\right]<\frac{\delta}{8}  \tag{3.40}\\
C_{0}\left(1+\nu_{0}\right) e^{C_{0} \nu_{0}} \omega\left(\varepsilon \nu_{0} ; L v_{\varepsilon}\right)<\frac{\delta}{8} \\
C_{1} \delta^{2}<\frac{\delta}{4}
\end{array}\right.
$$

That yields

$$
\left\|\Gamma^{\varepsilon}(w)(t)\right\| \leq \delta, \forall t \in\left[\varepsilon \nu_{0}, \tau\right) \text { and } w \in B_{\mathcal{B C}_{\varepsilon}}(0, \delta)
$$

Next we will show that $\Gamma^{\varepsilon}$ is Lipschitz continuous on $B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$ wherein $t_{\varepsilon}=$ $\varepsilon \nu_{0}, \varepsilon \in\left(0, \varepsilon_{1}\right)$ is now given and fixed.
Since $\mathcal{T}_{1}^{\varepsilon}$ and $\mathcal{T}_{2}^{\varepsilon}$ do not depend on $w$, the Lipschitz estimate of $\mathcal{T}^{\varepsilon}$ is given by those of $\mathcal{S}_{2}^{\varepsilon}$ and $\mathcal{S}_{1}^{\varepsilon}$. Thus using the fact that $\mathcal{S}_{2}^{\varepsilon}$ is linear with respect to $w \in \mathcal{B C}_{\varepsilon}$ we obtain from (3.39) that for all $w, \bar{w} \in B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$

$$
\begin{equation*}
\left\|\mathcal{S}_{2}^{\varepsilon}(w)-\mathcal{S}_{2}^{\varepsilon}(\bar{w})\right\|_{\infty} \leq C_{1}\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}\right]\|w-\bar{w}\|_{\infty} \tag{3.41}
\end{equation*}
$$

and by using (3.16) and (3.24) we obtain

$$
\begin{aligned}
\left\|\mathcal{S}_{1}^{\varepsilon}(w)(t)-\mathcal{S}_{1}^{\varepsilon}(\bar{w})(t)\right\| & \leq \frac{\kappa^{2}}{\varepsilon} \int_{\varepsilon \nu_{0}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)} C_{F}\left[\|w-\bar{w}\|_{\infty}+\|w\|_{\infty}\right]\|w-\bar{w}\|_{\infty} d r \\
& \leq \frac{\kappa^{2}}{\varepsilon} 3 \delta C_{F} \int_{t_{\varepsilon}}^{t} e^{-\frac{\alpha}{\varepsilon}(t-r)} d r\|w-\bar{w}\|_{\infty} \\
& \leq \frac{\kappa^{2}}{\alpha} 3 \delta C_{F}\|w-\bar{w}\|_{\infty}, \forall t \in\left[\varepsilon \nu_{0}, \tau\right)
\end{aligned}
$$

that is

$$
\begin{equation*}
\left\|\mathcal{S}_{1}^{\varepsilon}(w)-\mathcal{S}_{1}^{\varepsilon}(\bar{w})\right\|_{\infty} \leq \frac{\kappa^{2}}{\alpha} 3 \delta C_{F}\|w-\bar{w}\|_{\infty} \tag{3.42}
\end{equation*}
$$

Therefore we deduce from $(3.41),(3.42)$ and (3.37) that for all $w, \bar{w} \in B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$

$$
\left\|\Gamma^{\varepsilon}(w)-\Gamma^{\varepsilon}(\bar{w})\right\| \leq C_{1}\left[\omega\left(\varepsilon|\ln \varepsilon| ; L v_{\varepsilon}\right)+e^{-\alpha|\ln \varepsilon|}+\delta\right]\|w-\bar{w}\|_{\infty}
$$

Finally it is easy to see from (3.37) and (3.40) that $\Gamma^{\varepsilon}$ define a contraction on $B_{\mathcal{B C}_{\varepsilon}}(0, \delta)$ for all $\varepsilon \in\left(0, \varepsilon_{1}\right)$. The proof of the claim is completed.

## 4 Proof of Corollary 2.11

In this section we will give the proof of Corollary 2.11. To do so we will first show that $\left\|v_{\varepsilon}(t)-v(t)\right\|$ converges uniformly to 0 in $[0, \tau]$ as $\varepsilon$ goes to zero. Then we end the proof by using a simple argument combined together with the fact that $H$ is Lipschitz continuous on $M_{Z}$.

Proof of Corollary 2.11. The mild solutions $v(t)$ and $v_{\varepsilon}(t)$ are defined for all $t \in[0, \tau]$ by

$$
\begin{equation*}
v(t)=T_{B_{0}}(t) y_{0}+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{B_{0}}(t-s) \lambda R_{\lambda}(B) G(H(L v(t)), v(t)) d s \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{\varepsilon}(t)=T_{B_{0}}(t) y_{\varepsilon}+\lim _{\lambda \rightarrow+\infty} \int_{0}^{t} T_{B_{0}}(t-s) \lambda R_{\lambda}(B) G\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right) d s \tag{4.2}
\end{equation*}
$$

By subtracting (4.1) to (4.2) yields

$$
\begin{align*}
& \left\|v_{\varepsilon}(t)-v(t)\right\| \leq\left\|T_{B_{0}}(t)\left(y_{\varepsilon}-y_{0}\right)\right\| \\
& +\lim _{\lambda \rightarrow+\infty} \int_{0}^{t}\left\|T_{B_{0}}(t-s) \lambda R_{\lambda}(B)\left[G\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right)-G(H(L v(s)), v(s))\right]\right\| d s \\
& \leq\left\|T_{B_{0}}(t)\left(y_{\varepsilon}-y_{0}\right)\right\| \\
& +\lim _{\lambda \rightarrow+\infty} \int_{0}^{t}\left\|T_{B_{0}}(t-s) \lambda R_{\lambda}(B)\left[G\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right)-G\left(H\left(L v_{\varepsilon}(s)\right), v(s)\right)\right]\right\| d s \\
& +\lim _{\lambda \rightarrow+\infty} \int_{0}^{t}\left\|T_{B_{0}}(t-s) \lambda R_{\lambda}(B)\left[G\left(H\left(L v_{\varepsilon}(s)\right), v(s)\right)-G(H(L v(s)), v(s))\right]\right\| d s \tag{4.3}
\end{align*}
$$

Recall that $L v(t), L v_{\varepsilon}(t) \in \mathcal{M}_{Z}=\overline{L\left(\mathcal{M}_{Y}\right)}$ and $u_{\varepsilon}(t) \in \mathcal{M}_{X}$. Recall also that $H$ is Lipschitz continuous on $\mathcal{M}_{Z}$ and $G$ is Lipschitz continuous on bounded sets, therefore there exists $C_{G}>0$ such that for all $t \in[0, \tau]$

$$
\begin{equation*}
\left\|G\left(H\left(L v_{\varepsilon}(t)\right), v(t)\right)-G(H(L v(t)), v(t))\right\| \leq C_{G} C_{H}\|L\|_{\mathcal{L}(Y, Z)}\left\|v_{\varepsilon}(t)-v(t)\right\| \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|G\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right)-G\left(H\left(L v_{\varepsilon}(t)\right), v(t)\right)\right\| \leq C_{G}\left[\left\|u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right\|+\left\|v_{\varepsilon}(t)-v(t)\right\|\right] \tag{4.5}
\end{equation*}
$$

Then since $B$ is a Hille-Yosida operator with constants $\left(\omega_{B}, M_{B}\right)$ by using (4.3)(4.5) we obtain for all $t \in[0, \tau]$

$$
\begin{aligned}
\left\|v_{\varepsilon}(t)-v(t)\right\| & \leq M_{B} e^{\omega_{B} t}\left\|y_{\varepsilon}-y_{0}\right\| \\
& +M_{B}^{2}\left[C_{G}+C_{G} C_{H}\|L\|_{\mathcal{L}(Y, Z)}\right] \int_{0}^{t} e^{\omega_{B}(t-s)}\left\|v_{\varepsilon}(s)-v(s)\right\| d s \\
& +M_{B}^{2} C_{G} \int_{0}^{t} e^{\omega_{B}(t-s)} \| u_{\varepsilon}(s)-H\left(L v_{\varepsilon}(s) \| d s\right.
\end{aligned}
$$

Thus by setting $N_{0}:=\max \left\{M_{B}^{2}, M_{B}^{2}\left[C_{G}+C_{G} C_{H}\|L\|_{\mathcal{L}(Y, Z)}\right]\right\}$ we obtain for each $\eta>0$ (small enough) and $t \in[0, \tau]$

$$
\begin{aligned}
e^{-\omega_{B} t}\left\|v_{\varepsilon}(t)-v(t)\right\| & \leq N_{0}\left\|y_{\varepsilon}-y_{0}\right\|+N_{0} \int_{0}^{t} e^{-\omega_{B} s}\left\|v_{\varepsilon}(s)-v(s)\right\| d s \\
& +N_{0} \int_{0}^{t} e^{-\omega_{B} s} \| u_{\varepsilon}(s)-H\left(L v_{\varepsilon}(s) \| d s\right. \\
& \leq N_{0}\left\|y_{\varepsilon}-y_{0}\right\|+N_{0} \int_{0}^{t} e^{-\omega_{B} s}\left\|v_{\varepsilon}(s)-v(s)\right\| d s \\
& +N_{0} \int_{0}^{\eta} \| u_{\varepsilon}(s)-H\left(L v_{\varepsilon}(s)\left\|d s+N_{0} \int_{\eta}^{t}\right\| u_{\varepsilon}(s)-H\left(L v_{\varepsilon}(s) \| d s\right.\right.
\end{aligned}
$$

Since $\| u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t) \|\right.$ is uniformly bounded with respect to $t \in[0, \tau]$ and $\varepsilon \in(0,1]$, by denoting $N_{1}$ its upper bound we get for all $t \in[0, \tau]$

$$
\begin{aligned}
e^{-\omega_{B} t}\left\|v_{\varepsilon}(t)-v(t)\right\| & \leq N_{0}\left\|y_{\varepsilon}-y_{0}\right\|+N_{0} \int_{0}^{t} e^{-\omega_{B} s}\left\|v_{\varepsilon}(s)-v(s)\right\| d s \\
& +N_{1} \eta+N_{0} \tau \sup _{t \in[\eta, \tau]} \| u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t) \|\right.
\end{aligned}
$$

Next Gronwall's lemma applies and ensures

$$
\left\|v_{\varepsilon}(t)-v(t)\right\| \leq N_{0} e^{\left(N_{0}+\omega_{B}\right) t}\left[\left\|y_{\varepsilon}-y_{0}\right\|+\frac{N_{1}}{N_{0}} \eta+\tau \sup _{t \in[\eta, \tau]} \| u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t) \|\right], \quad t \in[0, \tau]\right.
$$

Now using Theorem 2.9 combined with the fact that $\eta$ is arbitrarily small it follows that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in[0, \tau]}\left\|v_{\varepsilon}(t)-v(t)\right\| \leq \frac{N_{1}}{N_{0}} \eta \Longrightarrow \lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in[0, \tau]}\left\|v_{\varepsilon}(t)-v(t)\right\|=0
$$

Finally the proof is completed by observing that for each $t_{0} \in[0, \tau]$

$$
\sup _{t \in\left[t_{0}, \tau\right]}\left\|u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right\| \leq \sup _{t \in\left[t_{0}, \tau\right]}\left\|u_{\varepsilon}(t)-H\left(L v_{\varepsilon}(t)\right)\right\|+\sup _{t \in\left[t_{0}, \tau\right]}\left\|H\left(L v_{\varepsilon}(t)\right)-H(L v(t))\right\| .
$$

and using the fact that $H$ is Lipschitz continuous on $\mathcal{M}_{Z}$.

## 5 Applications

This section is devoted to the application of our general results to the system (1.5)-(1.6) and to the problem (1.7).

### 5.1 Application to the age-structured model

In this section we will apply our main result to system (1.5)-(1.6). We recall it here for more convenience

$$
\begin{equation*}
\varepsilon \frac{d H_{C}(t)}{d t}=-\nu_{H} H_{C}(t)+\beta_{H} \int_{0}^{\infty} \gamma(a) i(t, a) d a\left(1-H_{C}(t)\right) \tag{5.1}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=\nu_{P} N_{P}-\nu_{P} S(t)-\beta_{P} H_{C}(t) S(t)  \tag{5.2}\\
\frac{\partial i_{P}(t, a)}{\partial t}+\frac{\partial i_{P}(t, a)}{\partial a}=-\nu_{P} i_{P}(t, a) \\
i_{P}(t, 0)=\beta_{P} H_{C}(t) S(t)
\end{array}\right.
$$

supplemented with the initial conditions

$$
H_{C}(0, .)=H_{C 0}, S(0)=S_{0}, \text { and } i_{P}(0, .)=i_{P 0} \in L_{+}^{1}(0,+\infty)
$$

Then we make the following assumptions.
Assumption 5.1 We assume that $\nu_{H}, \nu_{P}, \beta_{H}, \beta_{P}, N_{P}>0$ and $\gamma \in L_{+}^{\infty}(0,+\infty)$.
Age-structured models have been considered first by using Volterra's integral equations (see Webb [34] and Iannelli [15]). Here we will use an abstract Cauchy problem reformulation introduced by Thieme [28] (see also Magal [19]).
Abstract reformulation : We first reformulate the linear part of (5.2). To that aim define the Banach space

$$
Y:=\mathbb{R} \times \mathbb{R} \times L^{1}((0,+\infty), \mathbb{R})
$$

endowed with the usual product norm and set

$$
Y_{0}:=\mathbb{R} \times\left\{0_{\mathbb{R}}\right\} \times L^{1}((0,+\infty), \mathbb{R})
$$

Consider the linear operator $B: D(B) \subset Y \rightarrow Y$ given by

$$
\left.B\binom{\zeta}{\binom{0_{\mathbb{R}}}{\psi}}=\left(\begin{array}{c}
0_{\mathbb{R}}  \tag{5.3}\\
-\psi(0) \\
-\psi^{\prime}-\nu_{P} \psi
\end{array}\right)\right)
$$

with

$$
\begin{equation*}
D(B)=\mathbb{R} \times\left\{0_{\mathbb{R}}\right\} \times W^{1,1}((0,+\infty), \mathbb{R}) \tag{5.4}
\end{equation*}
$$

and observe that

$$
\overline{D(B)}=Y_{0} .
$$

Since the linear part of the fast component (5.1) is defined on $\mathbb{R}$ we obviously have

$$
D(A)=\mathbb{R}=X=X_{0} \text { and } A x=-\nu_{H} x, \forall x \in \mathbb{R}
$$

In order to reformulate the non linear part of (5.2) as well as the non linear part of (5.1) we introduce respectively the maps $G: \mathbb{R} \times Y_{0} \rightarrow Y$

$$
G\left(x,\binom{\zeta}{\binom{\mathbb{R}}{\psi}}\right)=\binom{\nu_{P} N_{P}-\nu_{P} \zeta-\beta_{P} x \zeta}{\binom{\beta_{P} x \zeta}{0_{L^{1}}}} .
$$

and $F: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$

$$
F(x, z)=\beta_{H} z(1-x)
$$

while $L: Y_{0} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
L\binom{\zeta}{\binom{0_{\mathbb{R}}}{\psi}}:=\int_{0}^{+\infty} \gamma(a) \psi(a) d a \tag{5.5}
\end{equation*}
$$

Hence the Banach space $Z$ is equal to $\mathbb{R}$. Therefore by setting

$$
\begin{equation*}
u(t):=H_{C}(t) \text { and } v(t):=\binom{S(t)}{\binom{0_{\mathbb{R}}}{i_{P}(t, .)}}, t>0 \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{0}:=H_{C 0} \in \mathbb{R} \text { and } y_{0}:=\binom{S_{0}}{\binom{0_{\mathbb{R}}}{i_{P 0}}} \in Y_{0} \tag{5.7}
\end{equation*}
$$

system (5.1)-(5.2) re-writes as the following non-densely defined Cauchy problem

$$
\left\{\begin{array}{l}
\varepsilon \frac{d u(t)}{d t}=A u(t)+F(u(t), L v(t))  \tag{5.8}\\
\frac{d v(t)}{d t}=B v(t)+G(u(t), v(t))
\end{array}\right.
$$

with the initial data

$$
u(0)=x_{0} \in \mathbb{R} \text { and } v(0)=y_{0} \in \overline{D(B)}
$$

Note that here we use the subscribe 0 for the initial data since in this example they do not depend on $\varepsilon$.

Checking the assumptions : In order to deal with the existence and the positivity of the solutions, we denote by

$$
Y_{+}:=\mathbb{R}_{+} \times \mathbb{R}_{+} \times L_{+}^{1}((0,+\infty), \mathbb{R})
$$

the positive cone of $Y$ and we set

$$
Y_{+0}:=Y_{+} \cap Y_{0}=\mathbb{R}_{+} \times\left\{0_{\mathbb{R}}\right\}_{+} \times L_{+}^{1}((0,+\infty), \mathbb{R})
$$

Then the following lemma holds true.
Lemma 5.2 For each $\lambda>0$ the following estimates for the resolvent of $A$ and $B$ are satisfied

$$
\left|(\lambda I-A)^{-1}\right| \leq \frac{1}{\lambda} \text { and }\left\|(\lambda I-B)^{-1}\right\|_{\mathcal{L}(Y)} \leq \frac{1}{\lambda}
$$

Furthermore one has

$$
(\lambda I-A)^{-1} \mathbb{R}_{+} \subset \mathbb{R}_{+} \text {and }(\lambda I-B)^{-1} Y_{+} \subset Y_{+}, \forall \lambda>0
$$

Proof. The proof of this lemma is classical. We refer for instance to [23].

Next define the following closed bounded set

$$
\mathcal{M}:=\mathcal{M}_{X} \times \mathcal{M}_{Y}
$$

with

$$
\mathcal{M}_{X}:=[0,1]
$$

and

$$
\mathcal{M}_{Y}:=\left\{y:=\binom{\zeta}{\binom{0_{\mathbb{R}}}{\psi}} \in Y_{+0}: \zeta+\int_{0}^{\infty} \psi(a) d a \leq N_{P}\right\}
$$

By using the results in $[19,21,28]$ we obtain the following lemma.
Lemma 5.3 There exists a unique semiflow $\left\{\mathcal{S}_{\varepsilon}(t)\right\}_{t \geq 0}$ on $\mathcal{M}$ such that for each $(x, y) \in \mathcal{M}$

$$
\left(u_{\varepsilon}(t), v_{\varepsilon}(t)\right):=\mathcal{S}_{\varepsilon}(t)(x, y), t \geq 0
$$

is the unique mild solution of system (5.8). Moreover $\mathcal{M}$ is positively invariant with respect to the semiflow $\left\{\mathcal{S}_{\varepsilon}(t)\right\}_{t \geq 0}$ that is to say that

$$
\mathcal{S}_{\varepsilon}(t) \mathcal{M} \subset \mathcal{M}, \forall t \geq 0 \text { and } \varepsilon \in(0,1]
$$

In this example with $Z=\mathbb{R}$ and for each $(x, y) \in \mathcal{M}$ the linear operator $L$ : $Y_{0} \rightarrow \mathbb{R}$ defined in (5.5) satisfies

$$
L v_{\varepsilon}(t) \in\left[0,\|\gamma\|_{\infty} N_{P}\right], \forall t \geq 0 \text { and } \varepsilon \in(0,1] .
$$

Therefore $\mathcal{M}_{\mathbb{R}}:=\overline{L\left(\mathcal{M}_{Y}\right)}$ is included into $\left[0,\|\gamma\|_{\infty} N_{P}\right]$.
In order to define our graph we need to solve the following equation

$$
A u+F(u, z)=0, \forall z \in \mathcal{M}_{\mathbb{R}} \subset\left[0,\|\gamma\|_{\infty} N_{P}\right]
$$

that is equivalent to

$$
-\nu_{H} u+\beta_{H} z(1-u)=0, \forall z \in \mathcal{M}_{\mathbb{R}} \subset\left[0,\|\gamma\|_{\infty} N_{P}\right]
$$

Thus the map $H: \mathcal{M}_{\mathbb{R}} \rightarrow \mathbb{R}=D(A)$ is defined by

$$
H(z)=\frac{\beta_{H} z}{\nu_{H}+\beta_{H} z}, \forall z \in \mathcal{M}_{\mathbb{R}}
$$

Let us now focus on the $z$-parametrized system

$$
\begin{equation*}
\frac{d u(t)}{d t}=A u(t)+F(u(t), z), t \geq 0 \tag{5.9}
\end{equation*}
$$

with

$$
u(0)=x \in \overline{D(A)}=\mathbb{R} \text { and } z \in \mathcal{M}_{\mathbb{R}}
$$

This equation can simply be re-written as a scalar ordinary differential equation

$$
\frac{d u(t)}{d t}=-\nu_{H} u(t)+\beta_{H} z(1-u(t))
$$

The following lemma is devoted to the exponential stability condition of system (5.9) and the existence of a globally defined semiflow. The proof is classical and thus omitted.

Lemma 5.4 For each $z \in \mathcal{M}_{\mathbb{R}}$ the ordinary differential equation (5.9) generates a unique semiflow $\left\{U_{z}(t)\right\}_{t \geq 0}$ on $\mathbb{R}$ that satisfies

$$
\left|U_{z}(t) x-H(z)\right| \leq e^{-\nu_{H} t}|x-H(z)|, \forall t \geq 0 \text { and } x \in \mathbb{R}
$$

Next we will investigate the regularity conditions of Assumptions 2.8. Denote by $\left\{T_{B_{0}}(t)\right\}_{t>0} \subset \mathcal{L}\left(Y_{0}\right)$ the strongly continuous semigroup generated by $B_{0}$ the part of $B$ in $\bar{Y}_{0}$. Let $\left\{S_{B}(t)\right\}_{t \geq 0} \subset \mathcal{L}(Y)$ be the integrated semigroup generated by $B$. Moreover

$$
G\left(\mathbb{R} \times Y_{0}\right) \subset Y_{G}
$$

where

$$
Y_{G}:=\mathbb{R} \times \mathbb{R} \times\left\{0_{L^{1}}\right\}
$$

Lemma 5.5 Let $y_{0} \in Y_{0}$ be fixed. The map $t \rightarrow L \circ T_{B_{0}}(t) y_{0}$ is uniformly continuous from $[0,+\infty)$ into $\mathbb{R}$.

Proof. Let $\left.y_{0}=\left(\begin{array}{c}S_{0} \\ 0_{\mathbb{R}} \\ i_{P 0}\end{array}\right)\right) \in \overline{D(B)}$ be given. Recall that for each $t \geq 0$ one has

$$
\left.T_{B_{0}}(t)\binom{S_{0}}{\binom{0_{\mathbb{R}}}{i_{P 0}}}=\left(\begin{array}{c}
S_{0}  \tag{5.10}\\
0_{\mathbb{R}} \\
\hat{T}_{B_{0}}(t)\left(i_{P 0}\right)
\end{array}\right)\right)
$$

with

$$
\hat{T}_{B_{0}}(t)\left(i_{P 0}\right)(a):= \begin{cases}e^{-\nu_{P} t} i_{P 0}(a-t) & \text { if } a \geq t  \tag{5.11}\\ 0 & \text { if } a<t\end{cases}
$$

The map $t \rightarrow \hat{T}_{B_{0}}(t)\left(i_{P 0}\right)(a)$ is uniformly continuous from $[0,+\infty)$ into $L^{1}(0,+\infty)$, since this map is continuous on $[0,+\infty)$ and converges to 0 as $t$ goes $+\infty$. Hence the result follows by using the boundedness of $L$.

Lemma 5.6 The family of maps $\left\{L \circ\left(S_{B} \diamond g\right)(t): g \in Y_{G}\right.$ with $\left.\sup _{t \geq 0}\|g(t)\| \leq 1\right\}$ is uniformly equicontinuous from $[0,+\infty)$ into $\mathbb{R}$. More precisely for each $h \geq 0$ and $t \geq 0$ we have
$\left|L \circ\left(S_{B_{0}} \diamond g\right)(t+h)-L \circ\left(S_{B_{0}} \diamond g\right)(t)\right| \leq|h|\|\gamma\|_{L^{\infty}}+\left\|e^{-\nu_{P}(h+.)} \gamma(h+.)-e^{-\nu_{P}} \gamma(.)\right\|_{L^{1}}$.

Proof. Let $g \in L^{\infty}\left([0,+\infty), Y_{G}\right)$ be given. Recall that $t \rightarrow\left(S_{B_{0}} \diamond g\right)(t)$ is the mild solution of

$$
\begin{equation*}
\frac{d v(t)}{d t}=B v(t)+g(t), t \geq 0 \text { and } v(0)=0 \tag{5.12}
\end{equation*}
$$

Set $\left.v(t)=\left(\begin{array}{c}y_{1}(t) \\ \left(0_{\mathbb{R}}\right. \\ y_{2}(t, .)\end{array}\right)\right)$ and $\left.g(t)=\left(\begin{array}{c}g_{1}(t) \\ g_{2}(t) \\ 0\end{array}\right)\right) \in Y_{G}$ then system (5.12) becomes equivalent to the PDE

$$
\left\{\begin{array}{l}
y_{1}^{\prime}(t)=g_{1}(t)  \tag{5.13}\\
\frac{\partial y_{2}(t, a)}{\partial t}+\frac{\partial y_{2}(t, a)}{\partial a}=-\nu_{P} y_{2}(t, a) \\
y_{2}(t, 0)=g_{2}(t)
\end{array}\right.
$$

with initial conditions

$$
y_{1}(0)=0_{\mathbb{R}} \text { and } y_{2}(0, .)=0_{L^{1}}
$$

For the sake of simplicity recall the definition of $L$ in (5.5) and set

$$
\left.\widehat{L}(t):=L\left(\begin{array}{c}
y_{1}(t) \\
0_{\mathbb{R}} \\
y_{2}(t, .)
\end{array}\right)\right)=\int_{0}^{\infty} \gamma(a) y_{2}(t, a) d a
$$

By integrating (5.13) along the characteristics curves one gets

$$
y_{2}(t, a)= \begin{cases}e^{-\nu_{P} a} g_{2}(t-a), & \text { if } t>a \\ 0, & \text { if } t \leq a\end{cases}
$$

Then for each $h \geq 0$ and $t \geq 0$ one has

$$
\begin{aligned}
\widehat{L}(t+h)-\widehat{L}(t)= & \int_{0}^{t+h} e^{-\nu_{P} a} \gamma(a) g_{2}(t+h-a) d a-\int_{0}^{t} e^{-\nu_{P} a} \gamma(a) g_{2}(t-a) d a \\
= & \int_{-h}^{t} e^{-\nu_{P}(a+h)} \gamma(a+h) g_{2}(t-a) d a-\int_{0}^{t} e^{-\nu_{P} a} \gamma(a) g_{2}(t-a) d a \\
= & \int_{-h}^{0} e^{-\nu_{P}(a+h)} \gamma(a+h) g_{2}(t-a) d a \\
& +\int_{0}^{t}\left[e^{-\nu_{P}(a+h)} \gamma(a+h)-e^{-\nu_{P} a} \gamma(a)\right] g_{2}(t-a) d a
\end{aligned}
$$

and the result follows.
Convergence result: With the above verifications, we are now able to obtain a convergence result. Here the initial distribution does not depending on $\varepsilon$, therefore the subset $\mathcal{M}_{0}$ is reduced to the single point

$$
\mathcal{M}_{0}:=\left\{\left(H_{C 0},\binom{S_{0}}{\left.\left.\left.\binom{0_{\mathbb{R}}}{i_{P 0}}\right)\right)\right\} \subset \mathcal{M}, ~}\right\}\right.
$$

and by applying Theorem 2.9 and Corrolary 2.11 provide the following result.

Theorem 5.7 Let $t \in[0,+\infty) \rightarrow\left(H_{C}^{\varepsilon}(t, \cdot), S^{\varepsilon}(t), i^{\varepsilon}(t, \cdot)\right)$ be the unique mild solution of (5.1)-(5.2) associated with the initial condition $\left(H_{C 0}, S_{0}, i_{P 0}\right) \in \mathbb{R}_{+} \times$ $\mathbb{R}_{+} \times L_{+}^{1}((0,+\infty), \mathbb{R})$ such that

$$
H_{C 0} \leq 1 \text { and } S_{0}+\int_{0}^{\infty} i_{P 0}(a) d a \leq N_{P}
$$

Let $t \in[0,+\infty) \rightarrow(S(t), i(t, \cdot))$ be the unique mild solution of the reduced system

$$
\left\{\begin{array}{l}
\frac{d S(t)}{d t}=\nu_{P} N_{P}-\nu_{P} S(t)-\beta_{P} H\left(\int_{0}^{+\infty} \gamma(a) i(t, a) d a\right) S(t) \\
\frac{\partial i_{P}(t, a)}{\partial t}+\frac{\partial i_{P}(t, a)}{\partial a}=-\nu_{P} i_{P}(t, a) \\
i_{P}(t, 0)=\beta_{P} H\left(\int_{0}^{+\infty} \gamma(a) i(t, a) d a\right) S(t) \tag{5.14}
\end{array}\right.
$$

with initial conditions

$$
S(0)=S_{0} \text { and } i_{P}(0, .)=i_{P 0} \in L_{+}^{1}(0,+\infty)
$$

and

$$
H\left(\int_{0}^{+\infty} \gamma(a) i(t, a) d a\right)=\frac{\beta_{H} \int_{0}^{+\infty} \gamma(a) i(t, a) d a}{\nu_{H}+\beta_{H} \int_{0}^{+\infty} \gamma(a) i(t, a) d a}
$$

Then for each $\tau>0$ we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in[0, \tau]}\left\|\left(S^{\varepsilon}(t), i^{\varepsilon}(t, \cdot)\right)-(S(t), i(t, \cdot))\right\|=0 .
$$

Moreover, for each $t_{0} \in(0, \tau)$ we have

$$
\lim _{\varepsilon \rightarrow 0^{+}} \sup _{t \in\left[t_{0}, \tau\right]}\left\|H_{C}^{\varepsilon}(t)-H\left(\int_{0}^{+\infty} \gamma(a) i^{\varepsilon}(t, a) d a\right)\right\|=0
$$

### 5.2 Application to the delay differential equations

In this section we will apply our result to the system of delay differential equation

$$
\left\{\begin{array}{l}
\varepsilon \frac{d x(t)}{d t}=f\left(t, x_{t, \varepsilon}, y_{t}\right)  \tag{5.15}\\
\frac{d y(t)}{d t}=g\left(t, x_{t, \varepsilon}, y_{t}\right)
\end{array}\right.
$$

with initial condition

$$
\left(x_{0, \varepsilon}, y_{0}\right)=(\bar{\varphi}(\varepsilon \cdot), \bar{\psi}) \in C\left([-r, 0], \mathbb{R}^{n}\right) \times C\left([-r, 0], \mathbb{R}^{m}\right)
$$

In order to state our assumptions, let us formally set $\varepsilon=0$ in system (5.15) in order to define the reduced problem

$$
\left\{\begin{array}{l}
0=f\left(t, x_{t, 0}, y_{t}\right)  \tag{5.16}\\
\frac{d y(t)}{d t}=g\left(t, x_{t, 0}, y_{t}\right)
\end{array}\right.
$$

with the initial condition

$$
y_{0}=\bar{\psi} \in C\left([-r, 0], \mathbb{R}^{m}\right)
$$

In the rest of this section the parameter $\tau>0$ is given and fixed. Then our assumptions concerning system (5.15) and (5.16) are the following.

Assumption 5.8 Assume that
(i) There exists a unique continuous solution $t \in[0, \tau] \rightarrow\left(x_{t, \varepsilon}^{\varepsilon}, y_{t}^{\varepsilon}\right) \in C\left([-r, 0], \mathbb{R}^{n}\right) \times$ $C\left([-r, 0], \mathbb{R}^{m}\right)$ of system (5.15) with

$$
x_{t, \varepsilon}^{\varepsilon}(\theta)=x^{\varepsilon}(t+\varepsilon \theta) \text { and } y_{t}^{\varepsilon}(\theta)=y^{\varepsilon}(t+\theta), \forall t \in[0, \tau] \text { and } \theta \in[-r, 0] .
$$

(ii) There exists a unique continuous solution $t \in[0, \tau] \rightarrow\left(x_{t, 0}, y_{t}\right) \in C\left([-r, 0], \mathbb{R}^{n}\right) \times$ $C\left([-r, 0], \mathbb{R}^{m}\right)$ of system (5.16) with

$$
x_{t, 0}(\theta)=x(t) \text { and } y_{t}(\theta)=y(t+\theta), \forall t \in[0, \tau] \text { and } \theta \in[-r, 0] .
$$

(iii) There exists a closed bounded subset $\widehat{\mathcal{M}}_{1} \times \widehat{\mathcal{M}}_{2} \subset C\left([-r, 0], \mathbb{R}^{n}\right) \times C\left([-r, 0], \mathbb{R}^{m}\right)$ such that
$\left(x_{t, \varepsilon}^{\varepsilon}, y_{t}^{\varepsilon}\right) \in \widehat{\mathcal{M}}_{1} \times \widehat{\mathcal{M}}_{2}$ and $\left(x_{t, 0}, y_{t}\right) \in \widehat{\mathcal{M}}_{1} \times \widehat{\mathcal{M}}_{2}, \quad \forall t \in[0, \tau]$ and $\varepsilon \in(0,1]$.
(iv) (Equilibrium points) There exists a uniformly bounded map $\widehat{H}:[0, \tau] \times$ $\widehat{\mathcal{M}}_{2} \rightarrow \mathbb{R}^{n}$ such that for each $(t, \psi) \in[0, \tau] \times \widehat{\mathcal{M}}_{2}$ there exists a unique $\widehat{H}(t, \psi) \in \mathbb{R}^{n}$ with

$$
0=f\left(t, \widehat{H}(t, \psi) \mathbb{1}_{[-r, 0]}(\cdot), \psi\right)
$$

(v) (Global exponential stability) For each $\psi \in \widehat{\mathcal{M}}_{2}$ and $t \in[0, \tau]$ the Cauchy problem

$$
\begin{equation*}
\frac{d x(s)}{d s}=f\left(t, x_{s}, \psi\right), x_{0}=\varphi \in C\left([-r, 0], \mathbb{R}^{n}\right) \tag{5.17}
\end{equation*}
$$

generates a unique semiflow $\left\{U_{\psi, t}(s)\right\}_{s \geq 0}$ on $C\left([-r, 0], \mathbb{R}^{n}\right)$. Moreover there exists two constants $\alpha>0$ and $\kappa \geq 1$ such that

$$
\left\|U_{\psi, t}(s) \varphi-\widehat{H}(t, \psi)\right\|_{C} \leq \kappa e^{-\alpha s}\|\varphi-\widehat{H}(t, \psi)\|_{C}, \forall s \geq 0
$$

In order to apply our result to system (5.15)-(5.16) we will re-write it as an autonomous non-densely defined Cauchy problem by adding the time $t$ as a state variable.
Abstract reformulation: Define for each $s \in[0, \tau], \theta \in[-r, 0]$ and $\varepsilon \in(0,1]$

$$
i_{\varepsilon}(s, \theta):=x^{\varepsilon}(s+\varepsilon \theta), l_{\varepsilon}(s, \theta):=y^{\varepsilon}(s+\theta) \text { and } t(s):=s
$$

Then $s \rightarrow\left(i_{\varepsilon}(s,),. l_{\varepsilon}(s,),. t(s)\right)$ satisfies formally for each $s \in[0, \tau], \theta \in[-r, 0]$ and $\varepsilon \in(0,1]$ the following partial differential equation (see for instance [6])

$$
\left\{\begin{array}{l}
\varepsilon \frac{\partial i_{\varepsilon}(s, \theta)}{\partial s}-\frac{\partial i_{\varepsilon}(s, \theta)}{\partial \theta}=0, \text { for } t \geq 0 \text { and } \theta \in[-r, 0] \\
\frac{\partial i_{\varepsilon}(s, 0)}{\partial \theta}=f\left(t(s), i_{\varepsilon}(s, .), l_{\varepsilon}(s, .)\right) \\
\frac{d t(s)}{d s}=1  \tag{5.18}\\
\frac{\partial l_{\varepsilon}(s, \theta)}{\partial s}-\frac{\partial l_{\varepsilon}(s, \theta)}{\partial \theta}=0 \\
\frac{\partial l_{\varepsilon}(s, 0)}{\partial \theta}=g\left(t(s), i_{\varepsilon}(s, .), l_{\varepsilon}(s, .)\right)
\end{array}\right.
$$

with the initial conditions

$$
i_{\varepsilon}(0, \theta)=\bar{\varphi}(\varepsilon \theta), t(0)=0, l_{\varepsilon}(0, \theta)=\bar{\psi}(\theta), \forall \theta \in[-r, 0]
$$

Next we use the approach introduced in Liu, Magal and Ruan [18] to reformulate the above partial differential equations as an abstract Cauchy problem by defining the Banach spaces

$$
X:=\mathbb{R}^{n} \times C\left([-\tau, 0], \mathbb{R}^{n}\right) \text { and } Y:=\mathbb{R} \times \mathbb{R}^{m} \times C\left([-\tau, 0], \mathbb{R}^{m}\right)
$$

endowed with the usual product norm. We also set

$$
X_{0}:=\left\{0_{\mathbb{R}^{n}}\right\} \times C\left([-\tau, 0], \mathbb{R}^{n}\right) \text { and } Y_{0}:=\mathbb{R} \times\left\{0_{\mathbb{R}^{m}}\right\} \times C\left([-\tau, 0], \mathbb{R}^{m}\right)
$$

To re-write (5.18) as an autonomous non-densely defined Cauchy problem we introduce the linear operators $A: D(A) \rightarrow X$ and $B: D(B) \rightarrow Y$ given respectively by

$$
\begin{equation*}
A\binom{0_{\mathbb{R}^{n}}}{\varphi}=\binom{-\varphi^{\prime}(0)}{\varphi^{\prime}} \text { with } D(A)=\left\{0_{\mathbb{R}^{n}}\right\} \times C^{1}\left([-\tau, 0], \mathbb{R}^{n}\right) \tag{5.19}
\end{equation*}
$$

and

$$
B\left(\begin{array}{c}
t  \tag{5.20}\\
0_{\mathbb{R}^{m}} \\
\psi
\end{array}\right)=\left(\begin{array}{c}
0 \\
-\psi^{\prime}(0) \\
\psi^{\prime}
\end{array}\right) \text { with } D(B)=\mathbb{R} \times\left\{0_{\mathbb{R}^{m}}\right\} \times C^{1}\left([-\tau, 0], \mathbb{R}^{m}\right)
$$

Finally we introduce the non linear maps $F: X_{0} \times Y_{0} \rightarrow X$ and $G: X_{0} \times Y_{0} \rightarrow Y$ defined respectively by

$$
F\left(\binom{0_{\mathbb{R}^{n}}}{\varphi},\left(\begin{array}{c}
t \\
0_{\mathbb{R}^{m}} \\
\psi
\end{array}\right)\right)=\binom{f(t, \varphi, \psi)}{0_{C}}
$$

and

$$
G\left(\binom{0_{\mathbb{R}^{n}}}{\varphi},\left(\begin{array}{c}
t \\
0_{\mathbb{R}^{m}} \\
\psi
\end{array}\right)\right)=\left(\begin{array}{c}
1 \\
g(t, \varphi, \psi) \\
0_{C}
\end{array}\right)
$$

Hence by setting

$$
u_{\varepsilon}(s):=\binom{0_{\mathbb{R}^{n}}}{i_{\varepsilon}(s, .)} \text { and } v_{\varepsilon}(s):=\left(\begin{array}{c}
t(s) \\
0_{\mathbb{R}^{m}} \\
l(s, .)
\end{array}\right), t \geq 0
$$

and

$$
x_{\varepsilon}=\binom{0_{\mathbb{R}^{n}}}{\bar{\varphi}(\varepsilon \cdot)} \text { and } y_{0}=\left(\begin{array}{c}
0 \\
0_{\mathbb{R}^{m}} \\
\bar{\psi}
\end{array}\right), \forall \varepsilon \in(0,1]
$$

we formally obtain the following autonomous non-densely defined Cauchy system

$$
\left\{\begin{array}{l}
\varepsilon \frac{d u_{\varepsilon}(s)}{d s}=A u_{\varepsilon}(s)+F\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right), s \in[0, \tau]  \tag{5.21}\\
\frac{d v_{\varepsilon}(s)}{d s}=B v_{\varepsilon}(s)+G\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right), s \in[0, \tau]
\end{array}\right.
$$

with

$$
u_{\varepsilon}(0)=x_{\varepsilon} \text { and } v_{\varepsilon}(0)=y_{0}, \forall \varepsilon \in(0,1]
$$

The relationship between system (5.15) and (5.21) is given by the following lemma.

Lemma 5.9 Let Assumption 5.8 be satisfied. Then system (5.21) admits a unique integrated solution $s \rightarrow\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right)$ defined on $[0, \tau]$. Moreover for each $\varepsilon \in(0,1], s \in[0, \tau]$ and $\theta \in[-r, 0]$ we have the following relationship

$$
u_{\varepsilon}(s)=\binom{0_{\mathbb{R}^{n}}}{\widehat{u}_{\varepsilon}(s)(.)} \text { and } v_{\varepsilon}(s)=\left(\begin{array}{l}
s \\
0_{\mathbb{R}^{m}} \\
\widehat{v}_{\varepsilon}(s)(.)
\end{array}\right)
$$

with
$u_{\varepsilon}(s)(\theta)=\left\{\begin{array}{l}x^{\varepsilon}(s+\varepsilon \theta), \text { if } s+\varepsilon \theta \geq 0, \\ \bar{\varphi}(s+\varepsilon \theta), \text { if } s+\varepsilon \theta \leq 0,\end{array} \quad\right.$ and $\widehat{v}_{\varepsilon}(s)(\theta)=\left\{\begin{array}{l}y^{\varepsilon}(s+\theta), \text { if } s+\theta \geq 0, \\ \bar{\psi}(s+\theta), \text { if } s+\theta \leq 0,\end{array}\right.$
while

$$
x^{\varepsilon}(s)= \begin{cases}\bar{\varphi}(0)+\int_{0}^{s} \varepsilon^{-1} f\left(l, x_{l}^{\varepsilon}, y_{l}^{\varepsilon}\right) d l, & \text { if } s \geq 0 \\ \bar{\varphi}(\varepsilon s), & \text { if }-r \leq s \leq 0\end{cases}
$$

and

$$
y^{\varepsilon}(s)= \begin{cases}\bar{\psi}(0)+\int_{0}^{s} g\left(l, x_{l}^{\varepsilon}, y_{l}^{\varepsilon}\right) d l, & \text { if } s \geq 0 \\ \bar{\psi}(s), & \text { if }-r \leq s \leq 0\end{cases}
$$

Checking the assumptions: It is important to observe that for system (5.21) we have

$$
L=I_{\mathcal{L}(Y)} \text { and } Z=Y
$$

Due to condition (iv) of Assumption 5.8 one can define the set $\mathcal{M}_{Z}$ as

$$
\mathcal{M}_{Z}:=[0, \tau] \times\left\{0_{\mathbb{R}^{n}}\right\} \times \widehat{\mathcal{M}}_{2}
$$

and the $\operatorname{map} H: \mathcal{M}_{Z} \rightarrow D(A)$ by

$$
H\left(\begin{array}{c}
t \\
0_{\mathbb{R}^{n}} \\
\psi
\end{array}\right)=\binom{0_{\mathbb{R}^{n}}}{\widehat{H}(t, \psi) \mathbb{1}_{[-r, 0]}(\cdot)}
$$

where $\widehat{H}(t, \psi)$ is defined in (iv) of Assumption 5.8. Then for each $z:=\left(\begin{array}{c}t \\ 0_{\mathbb{R}^{n}} \\ \psi\end{array}\right) \in$ $\mathcal{M}_{Z}$ we have $H(z) \in D(A)$ and

$$
A H(z)+F(H(z), z)=0, \forall z \in \mathcal{M}_{Z}
$$

Furthermore the boundedness of $H$ into $\mathcal{M}_{Z}$ follows directly from condition (iv) in Assumption 5.8. Next note that the unbounded linear operators $A$ and $B$ are Hille-Yosida operators. We refer for instance to [6] where such verification were already done. Now consider the following parametrized Cauchy problem

$$
\begin{equation*}
\frac{d u(s)}{d s}=A u(s)+F(u(s), z), s \geq 0, u(0)=u_{0} \in X_{0} \text { and } z \in \mathcal{M}_{Z} \tag{5.22}
\end{equation*}
$$

Recall that $z:=\left(\begin{array}{c}t \\ 0_{\mathbb{R}^{n}} \\ \psi\end{array}\right) \in \mathcal{M}_{Z}$ and this last equation corresponds to the solution of the delay differential equation (5.17) where $t$ and $\phi$ are regarded as parameters of this last equation. Then the following lemma holds true.

Lemma 5.10 Let Assumption 5.8 be satisfied. Then system (5.22) generates a unique globally defined nonlinear flow $\left\{U_{z}(s)\right\}_{s \geq 0}$ on $X_{0}$. Furthermore for all $x \in X_{0}$ and $z \in \mathcal{M}_{Z}$ one has

$$
\left\|U_{z}(s) x-H(z)\right\| \leq \kappa e^{-\alpha s}\|x-H(z)\|, \forall s \geq 0
$$

Proof. The proof of this lemma follows directly from condition (v) stated in Assumption 5.8.

Next define the sets

$$
\mathcal{M}:=\widehat{\mathcal{M}}_{1} \times \widehat{\mathcal{M}}_{2} \text { and } \mathcal{M}_{0}:=\left\{\left(\binom{0_{\mathbb{R}^{n}}}{\bar{\varphi}(\varepsilon \cdot)},\left(\begin{array}{c}
0_{\mathbb{R}}  \tag{5.23}\\
0_{\mathbb{R}^{m}} \\
\bar{\psi}
\end{array}\right)\right): \varepsilon \in[0,1]\right\}
$$

and observe that due to condition (iii) in Assumption 5.8 one has

$$
\left(u_{\varepsilon}(s), v_{\varepsilon}(s)\right) \in \mathcal{M}, \forall s \in[0, \tau] \text { and } \varepsilon \in(0,1] .
$$

Finally it remains to verify the regularity assumption. To do so let $\left\{T_{B_{0}}(s)\right\}_{s>0} \subset$ $\mathcal{L}\left(Y_{0}\right)$ be the strongly continuous semigroup generated by $B_{0}$ the part of $B$ (defined in 5.20) in $Y_{0}$. Let $\left\{S_{B}(s)\right\}_{s \geq 0}$ be the integrated semigroup generated by the linear operator $B$. Then we have the following result

Lemma 5.11 Let Assumption 5.8 be satisfied. Then
i) The map $t \rightarrow T_{B_{0}}(t) y_{0}$ is uniformly continuous from $[0, \tau]$ into $Y$.
ii) Let $Y_{G}:=\mathbb{R} \times \mathbb{R}^{m} \times\left\{0_{C}\right\}$ be the closed subspace containing $G\left(X_{0} \times Y_{0}\right)$. Then the family of maps

$$
\left\{\left(S_{B} \diamond g\right)(.): g \in L^{\infty}\left(0, \tau ; Y_{G}\right) \text { with } \sup _{s \in[0, \tau]}\|g(s)\|_{Y} \leq 1\right\}
$$

is uniformly equicontinuous from $[0, \tau]$ into $Y$.
Proof. The property $i$ ) is a direct consequence of the strong continuity of $T_{B_{0}}$. Proof of ii). Let $g \in L^{\infty}\left(0, \tau ; Y_{G}\right)$ with $\sup _{s \in[0, \tau]}\|g(s)\|_{Y} \leq 1$. Since $g(s) \in Y_{G}$ for all $s \in[0, \tau]$ one can define

$$
g(s):=\left(\begin{array}{l}
\beta \\
\chi(s) \\
0_{C}
\end{array}\right) \in Y_{G}=\mathbb{R} \times \mathbb{R}^{m} \times\left\{0_{C}\right\}
$$

with

$$
|\beta|+\sup _{s \in[0, \tau]}\|\chi(s)\|_{\mathbb{R}^{n}} \leq 1
$$

Then using the results in [18], the map $s \rightarrow\left(S_{B} \diamond g\right)(s) \in C\left([-r, 0], \mathbb{R}^{m}\right)$ is given by

$$
\left(S_{B} \diamond g\right)(t)=\left(\begin{array}{c}
\beta t \\
0_{\mathbb{R}^{m}} \\
u(t, \cdot)
\end{array}\right)
$$

with

$$
u(t, \theta)= \begin{cases}\int_{0}^{t+\theta} \chi(l) d l, & \text { if } t+\theta \geq 0 \\ 0, & \text { if }-r \leq t+\theta<0\end{cases}
$$

Then for each $h \geq 0$ and each $t \in[0, \tau]$ with $t+h \in[0, \tau]$ we have

$$
\left\|\left(S_{B} \diamond g\right)(t)-\left(S_{B} \diamond g\right)(t+h)\right\|_{Y} \leq h+\sup _{\theta \in[-r, 0]}\|u(t, \theta)-u(t+h, \theta)\|_{\mathbb{R}^{m}}
$$

However one has

$$
u(t+h, \theta)-u(t, \theta)=\left\{\begin{array}{l}
\int_{0}^{t+h+\theta} \chi(l) d l-\int_{0}^{t+\theta} \chi(l) d l, \text { if } t+\theta \geq 0 \\
\int_{0}^{t+h+\theta} \chi(l) d l, \text { if } t+\theta \leq 0 \text { and } t+h+\theta \geq 0 \\
0, \text { otherwise },
\end{array}\right.
$$

therefore we conclude that

$$
\left\|\left(S_{B} \diamond g\right)(t)-\left(S_{B} \diamond g\right)(t+h)\right\|_{Y} \leq 2 h .
$$

This completes the proof of the lemma.
Convergence result: With the above verifications we are ready to state our convergence result for the delay differential equation (5.15). By using the definition of $\mathcal{M}_{0}$ and $\mathcal{M}$ in (5.23), Corollary 2.11 applies to system (5.21) and provides the following result.

Theorem 5.12 Let Assumption 5.8 be satisfied. Let $\eta \in(0, \tau)$ be given. Then we have

$$
\sup _{t \in[\eta, \tau]}\left\|x_{t, \varepsilon}^{\varepsilon}-\widehat{H}\left(t, y_{t}^{\varepsilon}\right) \mathbb{1}_{[-r, 0]}(\cdot)\right\|_{\infty} \rightarrow 0 \text { as } \varepsilon \rightarrow 0
$$

Assume in addition that for each $\psi \in \widehat{\mathcal{M}}_{2} \subset C\left([-r, 0], \mathbb{R}^{m}\right)$, there exists $y \in$ $C\left([-r, \tau], \mathbb{R}^{m}\right)$ a solution of the reduced equation

$$
\frac{d y(t)}{d t}=g\left(t, \widehat{H}\left(t, y_{t}\right) \mathbb{1}_{[-r, 0]}(\cdot), y_{t}\right), \forall t \in[0, \tau], \text { and } y_{0}=\psi
$$

Then we obtain

$$
\sup _{t \in[0, \tau]}\left|y^{\varepsilon}(t)-y(t)\right| \rightarrow 0 \text { as } \varepsilon \rightarrow 0
$$
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