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Abstract. In this paper we consider a two-group SIR epidemic model. We study the finale3
size of the epidemic for each sub-population. The qualitative behavior of the infected classes at the4
earlier stage of the epidemic is described with respect to the basic reproduction number. Numerical5
simulations are also preformed to illustrate our results.6
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1. Introduction. In this article we study a two-group epidemic model. In order9

to focus on the dynamical properties of an infectious disease itself, here we neglect the10

demography, namely the birth and death processes, and the immigration/emigration11

process. The classical SIR model takes the following form (Anderson and May [1])12

(1)


dS(t)

dt
= −βS(t)I(t)

dI(t)

dt
= βS(t)I(t)− ηI(t)

dR(t)

dt
= ηI(t)

13

with the initial distributions14

S(0) = S0 ∈ R+, I(0) = I0 ∈ R+ and R(0) = R0 ∈ R+15

where S(t) is the number of susceptible individuals, I(t) is the number of infectious16

individuals (i.e. individuals who are infected and capable to transmit the disease),17

R(t) is the number of recovered individuals at time t, respectively. The parameter18

β > 0 is called the infection rate (i.e. the contact rate times the probability of19

infection, see Thieme [40]), and η > 0 is the recovery rate (i.e. the rate at which20

infectious individuals recover).21

Epidemic model have a long history and starts with the pioneering work of22

Bernoulli [7] in 1760 in which he aimed at evaluating the effectiveness of inocula-23

tion against smallpox. The susceptible-infectious-recovered (SIR) model as we know24

today takes its origin in the fundamental works on “a priori pathometry” by Ross [38]25

and Ross and Hudson [37, 36] in 1916-1917 in which a system of ordinary differential26

equations was used to describe the transmission of infectious diseases between suscep-27

tible and infected individuals. In 1927-1933, Kermack and McKendrick [22, 23, 24]28

extended Ross’s ideas and model, proposed the cross quadratic term βIS linking the29

sizes of the susceptible (S) and infectious (I) populations from a probabilistic analysis30

of the microscopic interactions between infectious agents and/or vectors and hosts in31

the dynamics of contacts, and established the threshold theorem. Since then epidemic32
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2 P.MAGAL, O. SEYDI AND G. WEBB

models have been extensively developed in several directions, we refer to the mono-33

graphs of Bailey [5], Bartlett [6], Muench [31], Anderson and May [1], Busenberg and34

Cooke [10], Capasso [11], Murray [33], Daley and Gani [13], Mode and Sleeman [30],35

Brauer and Castillo-Chavez [9], Diekmann and Heesterbeek [15], Thieme [40], and36

Keeling and Rohani [25] on these topics.37

The main tool to understand the dynamical properties of equation (1) is the38

following conservation formula39

(2)
d

dt

[
S(t) + I(t)− η

β
ln(S(t))

]
= 0.40

By exploiting the above conservation formula, Hethcote [19, 20] obtain the following41

classical result.42

Theorem 1. Let (S(t), I(t)) be a solution of (1). If R0 := βS0/η ≤ 1, then I(t)43

decreases to zero as t → +∞. If R0 := βS0/η > 1, then I(t) first increases up to a44

maximum value Imax = S0 + I0− η
β ln(S0)− η

β + η
β ln( ηβ ) and then decreases to zero as45

t→ +∞. The susceptible S(t) is a decreasing function and the limiting value S(+∞)46

is the unique root in

(
0,
η

β

)
of the equation47

S(+∞)− η

β
ln(S(+∞)) = S0 + I0 −

η

β
ln(S0)48

or equivalently49

(3) ln

(
S(+∞)

S0

)
= R0

(
S(+∞)

S0
− 1

)
− R0

S0
I0.50

In this article, we focus on a two-group SIR epidemic model. Our motivation is coming51

from vector born diseases as well as when two groups populations with asymmetric52

transmission probability or susceptibility. Probably the first example is coming from53

malaria as well as other disease transmitted mosquitoes [29]. Another example of54

population with two sub group are the male and the female in the context of HIV, since55

there probability of transmission is not the same from male to female than from female56

to male [26]. Another example of asymmetric probability of transmission are the57

hospital-acquired infection where the probability of transmission from the health care58

worker and the patients are not symmetric [14, 28]. The probability of transmission59

can also be strongly influenced by the co-infection [32, 35]. An example of co-infection60

is provide by HIV and tuberculosis as well as other diseases, since the susceptibility61

to tuberculosis of people infected by HIV is much higher than other people [35].62

Differences in the susceptibility between individuals can also come from educational63

campaigns which may influence the susceptibility of individuals [21]. Many examples64

of application of two-group (or multi-group) can be observed practically.65

In this article, we will focus on the theoretical aspects of the system of equations66

for the two group SIR model. We remark that our results for the final size of the67

two group SIR model are similar to the results given in [34]. Our method of proof,68

however, is very different, much simpler, and more intuitive for applications. The69

system considered here is the following70

(4)


dS(t)

dt
= −diag (S(t))BI(t)

dI(t)

dt
= diag (S(t))BI(t)− EI(t)

dR(t)

dt
= EI(t)

71

This manuscript is for review purposes only.



FINAL SIZE OF AN EPIDEMIC FOR A TWO-GROUP SIR MODEL 3

with the initial distributions72

S(0) = S0 ∈ R2
+, I(0) = I0 ∈ R2

+ and R(0) = R0 ∈ R2
+73

where S(t) are the susceptible, I(t) are the infectious and R(t) are the recovered and74

are decomposed accordingly to the population 1 and 275

S(t) =

(
S1(t)
S2(t)

)
, I(t) =

(
I1(t)
I2(t)

)
, R(t) =

(
R1(t)
R2(t)

)
, t > 0.76

The recovery of individuals (or quarantine of infectious) is described by the matrix77

E =

(
η1 0
0 η2

)
78

while the transmission of pathogen is described by the matrix79

B =

(
β11 β12
β21 β22

)
.80

The diagram flux of system (4) is described in Figure 1.81

Fig. 1 The figure represents a transfer diagram of the individual fluxes of system (4). In this

diagram each solid arrow represents a flux of individuals, while the dashed arrows represent

the influence of either infectious of sub-population 1 or infectious of sub-population 2.

This manuscript is for review purposes only.



4 P.MAGAL, O. SEYDI AND G. WEBB

System (4) can be rewritten as the following system82

(5)



dS1(t)

dt
= −S1(t)(β11I1(t) + β12I2(t))

dS2(t)

dt
= −S2(t)(β21I1(t) + β22I2(t))

dI1(t)

dt
= S1(t)(β11I1(t) + β12I2(t))− η1I1(t)

dI2(t)

dt
= S2(t)(β21I1(t) + β22I2(t))− η2I2(t)

dR1(t)

dt
= η1I1(t)

dR2(t)

dt
= η2I2(t).

83

We make the following assumption on the parameters.84

Assumption 2. We assume that85

(i) B is a non negative matrix irreducible;86

(ii) η1 > 0 and η2 > 0.87

Remark 3. One may observe that B irreducible is equivalent to assume that88

β12 > 0 and β21 > 0.89

When we assume in addition that the transmission of pathogen occurs by criss-cross90

transmission only (i.e. β11 = β22 = 0) this of course implies that B is invertible.91

One may observe that such a system SIR has an infinite number of equilibrium.92

Namely every three non negative vectors93

S ≥ 0, I = 0 and R ≥ 094

is an equilibrium of the system.95

Moreover system (4) preserves the total number of individuals in each sub popu-96

lation. Namely for each t ≥ 097

(6) S(t) + I(t) +R(t) =

(
N1

N2

)
98

where N1 > 0 (respectively N2 > 0) is the number of individuals in sub-population 199

(respectively sub-population 2).100

It is trivial to verify that t→ S(t) is non increasing and t→ R(t) is non decreasing101

(since the solutions are non-negative). Therefore by using the equality (6) we deduce102

that the limits103

lim
t→∞

S(t) = S+∞, lim
t→∞

I(t) = I+∞ and lim
t→∞

R(t) = R+∞
104

exist. Moreover the final distribution of infectious I+∞ is 0. The finale distribution of105

susceptible individuals S+∞ is the number of individuals who escape to the epidemic.106

The final distribution of recovered individuals R+∞ is the total number of individuals107

who have been infected during the epidemic.108

We can also rewritte the model (4) by using the fraction of individuals instead of109

the number of individuals. Consider110

D := diag

(
N1

N2

)
111

This manuscript is for review purposes only.
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then the fraction of individuals are given by112

s(t) := D−1S(t), i(t) := D−1I(t) and r(t) := D−1R(t)113

and the model (4) rewrites as114

(7)


ds(t)

dt
= −diag (s(t))BDi(t)

di(t)

dt
= diag (s(t))BDi(t)− Ei(t)

dr(t)

dt
= Ei(t).

115

The goal of this article is to extend Theorem 1 to a two-group epidemic model.116

Actually Theorem 1 can be decomposed into two part parts : 1) the computation of117

the finale size of the epidemic ; 2) the qualitative behavior of the infected class. As118

we will see it is possible to extend the first part of Theorem 1 concerning the final119

size of the epidemic. But we will not be able to describe the qualitative behavior of120

the infected classes in the two-group case. We should mention the work of Andreasen121

[2] and Arino et al. [3, 4], Ma and Earn [27] and Brauer [8] for some works going122

into the same direction. To our best knowledge, the computation of the finale size of123

the epidemic for system (1) has not been obtained in the literature. In section 4 we124

will see an example of numerical simulation showing that the behavior of the infected125

classes can be more complex for a two-group model than for a single group model (see126

4).127

This article is organized as follow. In section 2 we first compute the finale size of128

the epidemic. In the second part of section 2 we describe the behavior of the infectious129

classes at time t = 0 depending on the reproduction number. Section 3 is devoted to130

numerical simulations. We will conclude this article by considering an application to131

super spreader in the context of SARS in section 4.132

2. Main results.133

2.1. Final size of an epidemic. By using the S-equation of equation (4) we134

have for each t ≥ 0135

d lnS(t)

dt
= −BI(t)136

therefore137

(8) ln(S(t))− ln(S(0)) =

∫ t

0

d lnS(s)

ds
ds = −B

∫ t

0

I(s)ds138

and by summing the S-equation and the I-equation we obtain139

d(S + I)(t)

dt
= −EI(t).140

Hence for each t ≥ 0141

(9) (S + I)(t)− (S + I)(0) =

∫ t

0

d(S + I)(s)

ds
= −E

∫ t

0

I(s)ds142

and by combining (8)-(9) we obtain143

ln(S(t))− ln(S(0)) = BE−1 [(S + I)(t)− (S + I)(0)] .144
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6 P.MAGAL, O. SEYDI AND G. WEBB

Therefore the analogous of formula (2) is the following145

(10)
d

dt

[
BE−1(S + I)(t)− ln(S(t))

]
= 0, ∀t ≥ 0.146

By integrating (10) between 0 and +∞ we obtain147

BE−1(S + I)(+∞)− ln(S(+∞)) = BE−1(S + I)(0)− ln(S(0))148

and since I(+∞) = 0 we obtain149

BE−1S(+∞)− ln(S(+∞)) = BE−1(S + I)(0)− ln(S(0)).150

Hence we deduce that S(+∞) satisfies the following fixed point problem151

(11) S(+∞) = diag(S(0)) exp
(
BE−1 [S(+∞)− V ]

)
152

where153

V := (S + I)(0).154

The fixed point problem (11) reads as to find 0 ≤ S(+∞) ≤ S(0) satisfying155

(12)

 S1(+∞) = S1(0) exp
(
β11

η1
[S1(+∞)− V1] + β12

η2
[S2(+∞)− V2]

)
S2(+∞) = S2(0) exp

(
β21

η1
[S1(+∞)− V1] + β22

η2
[S2(+∞)− V2]

)
.

156

In the sequel we will use the following notations157

X ≤ Y ⇔ Xj ≤ Yj for all j = 1, 2158

X < Y ⇔ X ≤ Y and Xj < Yj for some j = 1, 2159

X � Y ⇔ Xj < Yj for all j = 1, 2.160

Consider T : R2 → R2 the map defined by the second member of system (12). Namely161

T

(
x1
x2

)
=

(
T1(x1, x2)
T2(x1, x2)

)
162

with163

T1(x1, x2) := S1(0) exp

(
β11
η1

[x1 − V1] +
β12
η2

[x2 − V2]

)
164

and165

T2(x1, x2) := S2(0) exp

(
β21
η1

[x1 − V1] +
β22
η2

[x2 − V2]

)
.166

Then it is clear that T is monotone increasing. This means that167

(13) X ≤ Y ⇒ T (X) ≤ T (Y )168

and by using the fact that β21 > 0 and β12 > 0 we obtain169

(14) X � Y ⇒ T (X)� T (Y ).170
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Moreover it is not difficult to see that171

0� T (0) < T (S(0)) < S(0).172

Therefore by using induction arguments we deduce that for each n ≥ 1173

0� T (0) · · · � Tn(0)� Tn+1(0) ≤ Tn+1(S(0)) < · · · < Tn(S(0)) < S(0)174

so that by taking the limit when n goes to +∞ we obtain175

0� lim
n→+∞

Tn(0) =: S− ≤ S+ := lim
n→+∞

Tn(S(0)) < S(0).176

Then by continuity of T we have177

T (S−) = S− and T (S+) = S+.178

By using the above arguments we obtain the following lemma.179

Lemma 4. All the fixed point of T into [0, S(0)] are contained into the smaller180

interval [S−, S+].181

The irreducibly of B gives the following property.182

Lemma 5. If S− < S+ then S− � S+.183

Proof. Assume for example that S−1 < S+
1 . Then since β21 > 0 we have184

S−2 = T2(S−1 , S
−
2 ) ≤ T2(S−1 , S

+
2 ) < T2(S+

1 , S
+
2 ) = S+

2185

hence186

S−1 < S+
1 ⇒ S−2 < S+

2 .187

Similarly β12 > 0 gives S−2 < S+
2 ⇒ S−1 < S+

1 .188

Lemma 6. For each λ > 1 and X � 0 we have the following inequality189

T
(
λX + S−

)
− T

(
S−
)
� λ

[
T
(
X + S−

)
− T

(
S−
)]
.190

Proof. We have191

T
(
λX + S−

)
− T

(
S−
)

=

∫ 1

0

DT
(
lλX + S−

)
(λX) dl = λ

∫ 1

0

DT
(
lλX + S−

)
Xdl192

and the differential of T is given by the following formula193

(15) DT (X) =

(
β11

η1
T1(x1, x2) β12

η2
T1(x1, x2)

β21

η1
T2(x1, x2) β22

η2
T2(x1, x2)

)
.194

Since λ > 1 and X � 0 we deduce that195

DT
(
lλX + S−

)
X � DT

(
lX + S−

)
X, ∀l ∈ [0, 1] .196

It follows that197

T
(
λX + S−

)
− T

(
S−
)
� λ

∫ 1

0

DT
(
lX + S−

)
Xdl = λ

[
T
(
X + S−

)
− T

(
S−
)]
.198
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8 P.MAGAL, O. SEYDI AND G. WEBB

Theorem 7. The map T has at most two equilibrium. More precisely we have199

the following alternative either200

(i) S− = S+ and T has only one equilibrium in [0, S(0)]201

or202

(ii) S− � S+ and the only equilibrium of T in [0, S(0)] are S− and S+.203

Proof. Assume that S− 6= S+. Then S− < S+ which implies S− � S+. Assume204

that there exists X ∈ [S−, S+] a fixed point T such that205

S− 6= X and X 6= S+.206

Then by using the same arguments as in Lemma 5 we deduce that207

S− � X � S+.208

Define209

γ := sup
{
λ ≥ 1 : λ

(
X − S−

)
+ S− ≤ S+

}
.210

Since X � S+ this implies that211

γ > 1.212

We have213

γ
(
X − S−

)
+ S− ≤ S+

214

and by applying T on both side of this last inequality we obtain215

T
(
γ
(
X − S−

)
+ S−

)
≤ S+.216

By using Lemma 6 we have217

T
(
γ
(
X − S−

)
+ S−

)
− T

(
S−
)
� γ

[
T
((
X − S−

)
+ S−

)
− T

(
S−
)]

= γ
[
X − S−

]
218

therefore219

S+ ≥ T
(
γ
(
X − S−

)
+ S−

)
� γ

[
X − S−

]
+ S−220

which contradict the definition of γ.221

In the rest of this section we will focus on the case222

S− � S+.223

By using formula (15) we deduce that224

(16) DT
(
S±
)

=

(
β11

η1
S±1

β12

η2
S±1

β21

η1
S±2

β22

η2
S±2

)
.225

Lemma 8. The spectral radius of the matrices DT (S−) and DT (S+) satisfy the226

following property227

r
(
DT

(
S−
))
< 1 < r

(
DT

(
S+
))
.228
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Proof. We observe that229

S+ − S− = T
(
S+
)
− T

(
S−
)

= T
((
S+ − S−

)
+ S−

)
− T

(
S−
)

230

=

∫ 1

0

DT
(
l
(
S+ − S−

)
+ S−

) (
S+ − S−

)
dl231

and since S+ − S− � 0 we have232

DT (S+) (S+ − S−) �
∫ 1

0
DT (l (S+ − S−) + S−) (S+ − S−) dl

� DT (S−) (S+ − S−) .
233

Therefore234

DT
(
S+
) (
S+ − S−

)
�
(
S+ − S−

)
� DT

(
S−
) (
S+ − S−

)
235

and since both matrices are non negative and irreducible the result follows by using236

the Perron-Frobenius theorem.237

Theorem 9. (Final size of the epidemic) Let238

S(0) = S0 � 0 and I(0) = I0 > 0.239

Then the final size of an epidemic of model (4) is given by240

lim
t→+∞

S(t) = S−, lim
t→+∞

I(t) = 0 and lim
t→+∞

R(t) =

(
N1

N2

)
− S−.241

Remark 10. Due to the above theorem and due the approximation formula S− =242

limn→+∞ Tn(0), it is clear that we can compute numerically the finale size of the243

epidemic.244

Proof. If S− = S+ there is nothing to prove. Otherwise let245

S− � S+.246

Assume that247

lim
t→+∞

S(t) = S+.248

We can rewrite the I-equation of system (5) as249

dI(t)

dt
=

[
S1(t)β11 S1(t)β12
S2(t)β21 S2(t)β22

]
I(t)− EI(t)250

and since t→ S(t) is decreasing we have251

dI(t)

dt
≥
[
S+
1 β11 S+

1 β12
S+
2 β21 S+

2 β22

]
I(t)− EI(t) =

[(
β11

η1
S+
1

β12

η2
S+
1

β21

η1
S+
2

β22

η2
S+
2

)
− I

]
EI(t).252

By using the theory of monotone dynamical systems, we deduce that253

(17) I(t) ≥ Y (t),∀t ≥ 0254
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10 P.MAGAL, O. SEYDI AND G. WEBB

where Y (t) is the solution of the ordinary differential equation255

dY (t)

dt
=

[
S+
1 β11 S+

1 β12
S+
2 β21 S+

2 β22

]
Y (t)− EY (t), for all t ≥ 0256

and257

Y (0) = I(0) > 0.258

By using (16), we have259 [
S+
1 β11 S+

1 β12
S+
2 β21 S+

2 β22

]
− E =

[(
β11

η1
S+
1

β12

η2
S+
1

β21

η1
S+
2

β22

η2
S+
2

)
− I

]
E =

[
DT

(
S+
)
− I
]
E.260

Moreover the matrix DT (S+) is non negative irreductible, so by the Perron Frobe-261

nius’s theorem, we can find W = (W1,W2) with262

W � 0263

and such that264

WDT
(
S+
)

= r
(
DT

(
S+
))
W.265

We have266

dWY (t)

dt
= λWEY (t)267

where λ := [r (DT (S+))− 1] . By Lemma 8 we know that λ > 0 hence268

dWY (t)

dt
≥ min (η1, η2)λWY (t)269

and since270

WY (0) = WI(0) > 0271

this implies that272

lim
t→+∞

WY (t) = +∞.273

This gives a contradiction with (17) and the fact that limt→+∞ I(t) = 0.274

2.2. Basic reproduction number. We can also extend the result for the basic275

reproduction number of the general case. We define R0 the basic reproduction number276

as the spectral radius of277

L := diag (S0)BE−1.278

More precisely following the next generation method [16, 41] we have279

(18) L =


S10β11
η1

S10β12
η2

S20β21
η1

S20β22
η2

 and R0 = r(L).280
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Since L is non negative and irreducible, by using the Perron-Frobenius’s theorem we281

can find a left eigenvector W = (W1,W2) and a right eigenvector V =

(
V1
V2

)
such282

that283

W � 0 and V � 0284

with285

Wdiag (S0)BE−1 = R0W and diag (S0)BE−1V = R0V.286

Recall that the I-equation in system (4) is given by287

dI(t)

dt
= diag (S(t))BI(t)− EI(t) = [diag (S(t))BE−1 − I]EI(t), t ≥ 0.288

Then the following lemmas holds true.289

Lemma 11. Assume that EI(0) is proportional to V the eigenvector associated290

to the dominant eigenvalue (i.e. R0) of the matrix diag (S(0))BE−1. Then at time291

t = 0292

dI(0)

dt
= (R0 − 1)EI(0).293

Moreover if we assume that R0 > 1 and EI(0) proportional to V , then both compo-294

nents I1(t) and I2(t) are increasing locally around t = 0. Similarly, if we assume295

that R0 < 1 and EI(0) proportional to V then both components I1(t) and I2(t) are296

decreasing locally around t = 0.297

Furthermore for any initial distribution I(0) we have298

W
dI(0)

dt
= (R0 − 1)WEI(0)

⇔W1
dI1(0)

dt
+W2

dI2(0)

dt
= (R0 − 1) (W1η1I1(0) +W2η2I2(0)) .

299

Remark 12. It is obvious to see that when R0 > 1 we always have at least one300

component increasing locally around t = 0. Indeed when R0 > 1 we may obtain very301

complex dynamics at the onset of the epidemic (See Figures 4).302

Note that the explicit form of the I-equation in system (4) is given by303 
dI1(t)

dt
= S1(t) (β11I1(t) + β12I2(t))− η1I1(t)

dI2(t)

dt
= S2(t) (β21I1(t) + β22I2(t))− η2I2(t)

304

which is equivalent to305

(19)


dI1(t)

dt
=
[
S1(t)β12

I2(t)
I1(t)

− (η1 − β11S1(t))
]
I1(t)

dI2(t)

dt
=
[
S2(t)β21

I1(t)
I2(t)

− (η2 − β22S2(t))
]
I2(t).

306

By using the above system we also deduce the following lemma.307
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Lemma 13. Let S1(0) > 0 and S2(0) > 0 be fixed. Assume that R0 > 1. Then308

the following properties hold true309

i) If η1 > β11S1(0) then by choosing I2(0)
I1(0)

small enough, the maps I1(t) is de-310

creasing and I2(t) is increasing locally around t = 0.311

ii) If η2 > β22S2(0) then by choosing I1(0)
I2(0)

small enough, the maps I2(t) is de-312

creasing and I1(t) is increasing locally around t = 0.313

2.3. Relationship between the final size and R0 . In this section we will314

give the relationship between the final size of the epidemic and R0 defined in (18).315

More precisely we give a generalization of (3) for our two-group SI epidemic model.316

Recall that317

(20) ln(S(t))− ln(S0) = BE−1 (S(t) + I(t)− S0 − I0) , ∀t ≥ 0.318

Then since I(+∞) = 0 by letting t goes to +∞ in (20) we obtain319

(21) ln(S(+∞))− ln(S0) = BE−1 (S(+∞)− S0 − I0) .320

Hence using the fact that L = diag(S0)BE−1 we obtain

diag(S0) [ln(S(+∞))− ln(S0))] = L (S(+∞)− S0 − I0) .

Finally recalling that L is an irreducible matrix and R0 = r(L) we can find a left321

eigenvector W = (W1,W2)� 0 such that WL = R0W providing that322

(22) Wdiag(S0) [ln(S(+∞))− ln(S0)] = R0W (S(+∞)− S0 − I0) .323

Note that (22) generalized the relation between R0 and the final size of the epidemic
for the one dimensional SIR model. In fact for the one dimensional SI model we
trivially have diag(S0) = S0 and since W becomes a positive real number we trivially
obtain

ln

(
S(+∞)

S0

)
= R0

(
S(+∞)

S0
− 1

)
− R0

S0
I0.

3. Numerical simulations. In this section we illustrate the theoretical results324

obtained in Section 2 as well as the complex dynamic that can exhibit a two-group325

SIR model at the earlier stage of the epidemic. Here we will restrict our attention to326

the criss-cross model namely when β̂11 = β̂22 = 0.327

328

3.1. Finale size of the epidemic. In Figures 2-3 we plot some phase plane329

representations of the solutions. These simulations illustrate Theorem 9 about the330

final size of the epidemic. In all these figures the parameters β̂11 = β̂22 = 0, β̂12, β̂21,331

η1 and η2 and the initial fractions of infectious are fixed while the initial values are332

varying with different constraints.333
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Fig. 2 Figure (a) (resp. (b)) represents the evolution of the fraction of susceptible s1 of
sub-population 1 (resp. s2 of sub-population 2) with respect to the fraction of infectious
i1 of sub-population 1 (resp. i2 of sub-population 2). Figure (c) (resp. (d)) represents the
evolution of the fraction of susceptible s2 (resp. removed r2) of sub-population 2 with respect

to the fraction of susceptible s1 (resp. removed r1) of sub-population 1. We fix β̂11 = β̂22 = 0;

β̂12 = 0.3 ; β̂21 = 0.2 ; η1 = 0.12 and η2 = 0.13. The fraction of infectious of each sub-
population is fixed with i10 = i20 = 10−5. The fractions of susceptible takes different values
with the constraint s10 = s20 while the fraction of removed satisfies r10 = 1 − s10 − i10 and
r20 = 1 − s20 − i20.
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Fig. 3 Figure (a) (resp. (b)) represents the evolution of the fraction of susceptible s1 of
sub-population 1 (resp. s2 of sub-population 2) with respect to the fraction of infectious
i1 of sub-population 1 (resp. i2 of sub-population 2). Figure (c) (resp. (d)) represents the
evolution of the fraction of susceptible s2 (resp. removed r2) of sub-population 2 with respect

to the fraction of susceptible s1 (resp. removed r1) of sub-population 1. We fix β̂11 = β̂22 = 0;

β̂12 = 0.7 ; β̂21 = 0.91 ; η1 = η2 = 0.15. The fraction of infectious of each sub-population
is fixed with i10 = i20 = 10−5. The fractions of susceptible takes different values with the
constraint s10 + s20 = 1 while the fraction of removed satisfies r10 = 1 − s10 − i10 and
r20 = 1 − s20 − i20.
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3.2. Behaviour of the infectious classes. Figure 4 shows that the number334

of infected are not always either 1) decreasing; or 2) increasing and then decreasing.335

More precisely The map i1(t) is first decreasing, then increasing to reach a peak and336

finally decreases to 0. This shows that the dynamic of the infectious classes is more337

complex in a two groups model than with a single group.338
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Fig. 4 In this figure we plot the fraction of susceptible (blue line), the fraction of infectious
(red line) and the fraction of removed (green line) for system (7). The sub-population 1 is
represented on the left side and the sub-population 2 is represented on the right side. We
fix β̂11 = β̂22 = 0 ; β̂12 = 0.5 ; β̂21 = 0.1 ; η1 = 0.02 ; η2 = 0.1 ; s10 = 0.4 ; i10 = 0.3 ;
r01 = 0.3 ; s20 = 0.45 ; i20 = 0.001 ; r20 = 0.549. Here R0 = 2.1213 > 1. The map i2(t) is
decreasing, then increasing and finally decreases to 0. The kind of behavior does exit for a
single population model.

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t in days

 

 

Susceptiple 1

Infectious 1

Removed 1

0 20 40 60 80 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t in days

 

 

Susceptiple 2

Infectious 2

Removed 2

4. The Role of Super Spreaders in the 2003 SARS Epidemic in Sin-339

gapore. In this section we will subdivide the population into two classes the super340

spreader individuals and the non super spreader individuals. In the context of epi-341

demiology the super spreader individuals are known as 20/80 rule (i.e. 20% of the342

individuals within any given population are thought to contribute at least 80% to the343

transmission potential of a pathogen). Namely the super spreader have the capacity344

to infect more susceptible than other usual infectious individuals). We refer to Stein345

[39] for a nice survey on this topic. Here we focus on the role of super spreader in346

the context of SARS outbreak in Singapore in 2003 CDC [12]. We subdivide the347

population into two classes: the first class of individuals outside hospital and the348

second class of individuals inside the hospital (patients and health care workers). We349

consider S1(t) (respectively I1(t)) the number of susceptible (respectively infectious)350

outside hospital at time t. We also consider S2(t) (respectively I2(t)) the number351

of susceptible (respectively infectious) inside hospital at time t. The number of new352

infected (per day) has been reported in [12]. The data used from this report is forward353

from March 25, 2003 to April 27, 2003. The super spreaders were patients, healthcare354

workers, and others in hospital and healthcare settings. They were responsible for355

approximately 75% of the approximately 200 total reported cases. In the figure 5 we356

plot the daily reported number of new infected inside and outside the hospital.357
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Fig. 5 Case data from March 25, 2003 to April 27, 2003: Centers for Disease Control
and Prevention (CDC), Severe Acute Respiratory Syndrome Singapore, 2003, Mor-
bidity and Mortality Weekly Report, Vol. 52, No. 18, May 9, 2003. Light gray bars:
new I1 cases (outside hospital); Dark gray bars: new I2 cases (inside hospital); Black
bars: total new cases.
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In order to investigate this epidemic we will reconsider the two groups model358

(23)

S′1(t) = −S1(t)(β11I1(t) + β12I2(t))

S′2(t) = −S2(t)(β21I1(t) + β22I2(t))

I ′1(t) = S1(t)(β11I1(t) + β12I2(t))− η1I1(t)

I ′2(t) = S2(t)(β21I1(t) + β22I2(t))− η2I2(t)

359

where β11 = 0.00008 is the infection rate of susceptibles outside hospital due to360

infectious cases outside hospital, β12 = 0.00006 is the infection rate of susceptibles361

outside hospital due to infectious cases inside hospital, β21 = 0.00006 is the infection362

rate of susceptibles intside hospital due to infectious cases outside hospital, β22 =363

0.0028 is the infection rate of susceptibles intside hospital due to infectious cases inside364

hospital, η1 = 0.4 is the removal rate of infectious cases outside hospital (average365

infectious period = 2.5 days) and η2 = 0.66667 is the removal rate of infectious cases366

inside hospital (average infectious period = 1.5 days). These parameters were chosen367

to provide a reasonable fit to the data.368

The initial distribution of population used in the simulation is the following

S1(0) = 2, 000, S2(0) = 300, I1(0) = 5 and I2(0) = 5.

In Figure 6 and Figure 7 we present a simulation of the model for the number of new369

infected and the cumulative number of case respectively.370

The two-group model of this SARS epidemic assists understanding of the reasons371

that the epidemic extinguished very rapidly in Singapore. The super spreaders were372

responsible for most of the cases, which occurred in hospitals among patients and373

healthcare workers. Outside hospital settings cases occurred, some caused by hospital374

cases, but many fewer than in the hospital settings. By the end of March, 2003375

the medical community in Singapore understood the serious risk of SARS infection,376
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and adopted stringent measures to control the epidemic in the hospitals. With these377

measures, which reduced greatly the number of susceptible individuals in hospitals,378

the number of hospital cases rapidly declined, and the epidemic rapidly extinguished.379

The two-group model reveals these features of the 2003 SARS epidemic in Singapore.380

Fig. 6 New cases from March 25, 2003 to April 27, 2003. Gray dashed graph: new
I1 cases (outside hospital); Gray solid graph: new I2 cases (inside hospital); Black
graph: total new cases. The simulation aligns with the data in the CDC report.
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Fig. 7 Cumulative cases from March 25, 2003 to April 27, 2003. Gray dashed graph:
cumulative I1 cases (outside hospital); Gray solid graph: cumulative I2 cases (inside
hospital); Black graph: total cumulative cases. The simulation aligns with the data
in the CDC report.
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