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The aim of this paper is to develop a class of numerical schemes that work on
triangular finite element type meshes, and which are devoted to the computation
of steady transonic flows. The schemes are extensions of the positive streamwise
invariant scheme of Struijs and are built directly on the system of the Euler equation
for fluid mechanics. They are a blending between a first-order and a second-order
scheme, which is realized from entropy considerations. It is formally second-order
accurate at steady state. Several numerical examples are shown to demonstrate the
stability and accuracy of these schemes.c© 2001 Academic Press
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1. INTRODUCTION

We are interested in the numerical approximation of the Euler equations of fluid mechanics
in a domainÄ with boundary conditions,

∂W

∂t
+ divF(W) = 0 t > 0 andx ∈ Ä

W(x, 0) = W0(x) x ∈ Ä
boundary conditions on∂Ä.

(1)

The fluxF = (F,G) and the conserved variables are given by

W = (ρ, ρu, ρv, E)T , F(W) = (ρu, ρu2+ p, ρuv, u(E + p))T ,

G(W) = (ρv, ρuv, ρv2+ p, v(E + p))T ,

whereρ is the density,u andv are the components of the velocity,ε is the internal energy,
and E = ρε + 1

2ρ(u
2+ v2) is the total energy. The system is closed by the equation of
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state relating the pressurep to the conserved variables,

p = (γ − 1)

(
E − 1

2
ρ(u2+ v2)

)
= (γ − 1)ρε.

The ratio of specific heatsγ is kept constant;γ = 1.4 in the applications.
The system (1) has to be supplemented by the entropy inequality which translates the

second law of thermodynamics,

∂S

∂t
+ ∂(uS)

∂x
+ ∂(vS)

∂y
≤ 0 onÄ. (2)

Here, the mathematical entropy is given byS= −ρh(s) [9], wheres is the physical entropy

s= cv log

(
p

ργ

)
+ s0 (3)

andh is any real-valued function such that

h′ > 0 and
h′′

h′
< γ−1.

In the practical examples, we takeh(x) = x. If the flow is smooth, (3) is equivalent to

∂s

∂t
+ u

∂s

∂x
+ v ∂s

∂y
= 0 (≥0) (4)

and Tadmor has shown [14] that the solution (if it is bounded) adheres to the minimum
principle

s(x, t) ≥ min
‖y−x‖≤t‖u‖∞

s(y, 0), (5)

where‖x‖ is the Euclidean norm ofx and‖u‖∞ is theL∞ norm of the velocity field.
In this paper, we are mainly interested in computing the steady solution of (1). This task

has become a routine in many modern CFD codes. Many current schemes use ideas for high-
resolution schemes developed in the 1970s and 1980s by van Leer, Roe, Osher, Harten, Yee,
Sweby, and many others. The list is enormous, and some of the most significant contributions
have been collected in [10]. However, the quality of the solution is still questionable: some
apparently simple problems, such as computing the lift and drag of an airfoil, still pose
difficulty. One reason is that the so-called high-resolution schemes suffer a much too great
entropy production. In fact, they have been devised on scalar 1D problems, then extended
to multiD systems; but their construction relies on “1D ideas.” Another difficult problem is
the sensitivity to the mesh. It is still difficult to construct a 3D mesh of good quality and,
consequently, the quality of the solution itself may be questionable in many cases. Hence, it
is natural to try to develop methods that have as little sensitivity as possible to the regularity
of the mesh.

For these reasons, for several years, researchers have tried to incorporate ideas contained
in the 1D high-resolution schemes (upwind) into a finite-element-like framework. Some of
the major contributions have been made by P. L. Roe, H. Deconinck, D. Sidilkover, and their
coauthors. These fluctuation splitting schemes, were first developed for a scalar transport
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equation, then formally extended to the system (see [6, 13] for example) by incorporating
as much physics as possible. These schemes share many common features with the SUPG
scheme of Hughes or the streamline diffusion methods of Johnson, except for up-winding.
These schemes are not constructed by deeply using any particular direction of the mesh.
One advantage is that, at least for scalar equations, one can construct a fully second-order-
accurate scheme on triangular meshes with a very compact stencil; the scheme uses only
the neighboring nodes.

In our opinion, the maturity of these new schemes is still not sufficient: they may lack
robustness, the formulation may not be simple enough, etc. The aim of the present paper is
to give some elements that might clarify the construction of second-order upwind residual
schemes.

We first give some generalities on fluctuation splitting schemes. In particular, we con-
nect them to finite volume schemes and show why they offer more flexibility. We recall
Roe–Struijs–Deconinck linearization [5], give a simple condition that guarantees a Lax–
Wendroff-like theorem, and describe the design principle of our scheme. Then, we recall
two important examples of the system N (narrow) and the LDA (low diffusion advection)
system schemes introduced by van der Weide and Deconinck [15] after their scalar version.
We show they are well defined for a symetrizable system. Barth [2, 4] has shown that for a
linear symetrizable system the N scheme is globally and locally dissipative. In the next sec-
tion, we give a different interpretation of the PSI (Positive Stream Wise Invariant) scheme,
and we show how to extend it to (1). Last, we give numerical examples to illustrate the
scheme.

2. THE FLUCTUATION SPLITTING SCHEMES

2.1. Generalities

Throughout the paper, we consider a two-dimensional computational domainÄ that is
triangulated. For the moment, we forget the boundary conditions. The set of triangles is
{Tj } j=1,...,nt. The mesh points are{Mi }i=1,...,ns. The vertices of a triangleT are Mi1, Mi2,
Mi3. When there is no ambiguity, they are denoted by their index in the list{Mi }i=1,...,ns,
namelyi1, i2, i3, or simply by 1, 2, 3. To discretize (1), we consider the following residual
scheme:

|Ci |W
n+1
i −Wn

i

1t
+
∑

T,Mi∈T

8T
i = 0. (6)

In this equation,Wn
i is an approximation ofW(Mi , tn), |Ci | is the area of the dual control

volume (see Fig. 1), and the residuals8T
i are function ofWn

i and its neighboring values.
The residuals are assumed to fulfill the condition∑

Mi∈T

8T
i =

∫
T

divFh dx for any triangleT, (7)

whereFh is an approximation ofF . In [3], it is shown that under reasonable assumptions
on the8T

i ’s (continuity, convergence ofFh towardF , continuity ofFh on the edges of
T) and the classical assumption of the Lax–Wendroff theorem [11], the numerical solution
converges to a weak solution of (1).
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FIG. 1. The dual cell is obtained by joining the midpoints of the edges starting fromMi and the centroids of
the triangles containingMi as a vertex.

An example is given by the following finite-volume scheme (see Fig. 2 for the notations).
The numerical flux on the edge [Mi ,M j ] is

F(Wi ,Wj , ni j ) = 1

2

(
F · n1

i j (Wj )+ F · n1
i j (Wi )− Q

(
Wi ,Wj , n1

i j

) · (Wi −Wj )
)

+ 1

2

(
F · n2

i j (Wj )+ F · n2
i j (Wi )− Q

(
Wi ,Wj , n2

i j

) · (Wi −Wj )
)
. (8)

In (8), we have used the notationF · n for nx F(W)+ ny G(W), wherenx andny are the
two components ofn. Since the boundary ofCi is closed, the scheme would be the same if
we had set

8
T1
i =

1

2

(
F · n1

i j (Wj )− F · n1
i j (Wi )− Q

(
Wi ,Wj , n1

i j

) · (Wi −Wj )
)

+ 1

2

(
F · n1

ik(Wk)− F · n1
ik(Wi )− Q

(
Wi ,Wk, n1

ik

) · (Wi −Wk)
)

(9)

and the same forT2. In Eq. (9), the indicesj andk denote the indices of the two vertices of

FIG. 2. Geometrical elements for the finite volume scheme. The normaln1
i j is orthogonal to [G, I ] with the

same length. Same forn2
i j .
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T1 different fromMi . In the end, we get

∑
Mi∈T1

8
T1
i =

1

2

∑
Mi∈T1

F(Wi ) · ni ,

wheren j is the inward normal ofT1 opposite to the nodeM j . Here, the approximationFh

is the piecewise linear interpolant of the flux.
Other schemes that cast immediately into this formulation are the finite-element-like

schemes, i.e., the SUPG schemes and the streamline diffusion method.
The main advantage of the residual formulation is that we are no longer constrained

by the geometry of the mesh, as in the finite volume schemes. Only relation (7) and
the continuity ofFh through the edges are important; hence much more flexibility is
possible.

2.2. The Roe–Struijs–Deconinck Linearization

The parameter vector is given by

Z = (√ρ,√ρu,
√
ρv,
√
ρH)T = (z1, z2, z3, z4)

T ,

whereH = E+ p
ρ

is the enthalpy. Note thatW = W(Z) andF = F(Z) are quadratic inZ,

W(Z) = 1

2
D(Z)Z, F(Z) = 1

2
R(Z) · Z, (10)

where D(Z) andR(Z) are matrices that depend linearly onZ. The matrix D(Z) is a
triangular matrix and is invertible as soon asz1 6= 0. The matricesD andR have been
chosen to be the Jacobian matrices ofW (resp.F ) with respect toZ.

If Z is linearly interpolated onT by Zh, we set

Fh(x, y) = F(Zh)

and simple calculations show that

∫
T

divFh(x, y) dx dy=
∫

T
Ā
∂Wh

∂x
+ B̄

∂Wh

∂y
dx dy,

where

Ā = ∂F

∂W
(W(Z̄)), B̄ = ∂G

∂W
(W(Z̄)) with Z̄ = Z1+ Z2+ Z3

3
. (11)

More explicitly, we have

(Ā, B̄) = R(Z̄)D−1(Z̄).

Since the Jacobian matrices are functions of the velocity and the enthalpy only, the matrices
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Ā and B̄ are functions of

ū =
√
ρ1u1+√ρ2u2+√ρ3u3√

ρ1+√ρ2+√ρ3
,

v̄ =
√
ρ1v1+√ρ2v2+√ρ3v3√
ρ1+√ρ2+√ρ3

, (12)

H̄ =
√
ρ1H1+√ρ2H2+√ρ3H3√

ρ1+√ρ2+√ρ3
.

In the following we set

Ki = 1

2

(
Āni

x + B̄ni
y

)
,

whereni
x, ni

y are the components of the outward unit vectorni of the side ofT opposite
to Mi .

One of the important properties of the linearization is that the matricesKi are easy to
compute, and they are diagonalizable, with real eigenvalues.

The eigenvalues ofKi areλ = un ± c, un, un. Hence, to show that the matricesKi always
have real eigenvalues, because of Eq. (11), it is enough to show that the average speed of
sound defined by

c̄2

γ − 1
= H̄ − 1

2
(ū2+ v̄2) = h̄+ δ,

whereh̄ stands for the average specific enthalpy with the same weight coefficients as in
(12), is a real number. The restδ is quadratic in speed and is given by

δ(
√
ρ1+√ρ2+√ρ3)

2 = (u1, u2, u3)P(u1, u2, u3)
T + (v1, v2, v3)P(v1, v2, v3)

T .

If z1 = √ρ1, etc., we get

P =
 z1(z2+ z3) −z1z2 −z1z3

−z1z2 z2(z1+ z3) −z3z1

−z1z3 −z3z2 z3(z1+ z2)

 .
This matrix is symmetric and positive because its eigenvalues are

λ1 = 0, λ2 = ν + η, λ3 = ν − η

with

ν = z1z2+ z1z3+ z3z2

η2 = z2
1z2

2 + z2
1z2

3 + z2
2z2

3 − z2
1z2z3− z1z2

2z3− z2
3z2z1.

We can see thatη2 = (z1z2+ z1z3+ z2z3)
2− 3z1z2z3(z1+ z2+ z3) is always positive. If

we left z2 andz3 constant,η2 becomes a second-degree polynomial for which the discrim-
inant−3z2

3z2
2(z2− z3)

2 is negative. The coefficientη2 thus has a constant sign, positive.
Moreover,η2 ≤ z2

1z2
2 + z2

1z2
3 + z2

2z2
3 ≤ (z1z2+ z1z3+ z2z3)

2, so all the eigenvalues ofP
are positive. Thus,δ ≥ 0 andc̄2 ≥ 0. Hence we get
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PROPOSITION 2.1. If the densitiesρi are positive, the Roe–Struijs–Deconinck’s lin-
earization is diagonalizable with real eigenvalue matrices Ki .

Note that the conservation relation (7) reads

8T =
∑
Mi∈T

Ki Zi , (13)

whereKi is computed via the Jacobian of the fluxes with respect toZ.

3. DESIGN PRINCIPLES

In this section, we present three design principles (up-winding, the linear preserving
property, and a monotonicity condition) and give some examples.

3.1. The Up-Winding Property

Following Roe, Deconincket al., [6] we have that the scheme is upwind if the following
condition is true:

(U) if all the eigenvalues ofKi are negative, then8T
i = 0.

3.2. Second-Order Accuracy at Steady State: The Linear Preserving Condition (LP)

At steady state, scheme (6) satisfies

for any nodeMi ,
∑

T,Mi∈T

8T
i = 0.

For any smooth functionϕ ∈ C1(R4)4, we have

∑
Mi

ϕi ·
( ∑

T,Mi∈T

8T
i

)
= 0.

SettingϕT
G = (ϕ1+ ϕ2+ ϕ3)/3, the value of the piecewise linear interpolant ofϕ at the

centroid ofT , we have, after having used (7),∑
T

ϕT
G

∫
T

divFh dx dy+
∑

T

∑
Mi∈T

(
ϕi − ϕT

G

) ·8T
i = 0. (14)

To get second-order accuracy at steady state, the second term of equation [14] must be
of the form ∑

Mi

(
ϕi − ϕT

G

) ·( ∑
T,Mi∈T

8T
i

)
= O(h2) (15)

when the arguments of the residuals are replaced by a smooth solution of (1). In (15),h is
the maximum diameter of the trianglesT .

One way of ensuring this condition is, for any smooth solutionW of (1), to have8T
i (W) =

O(h3)because of (14). This is clear from (14) because (a) the number of vertices in a bounded
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domain isO(h−2) for a regular mesh and (b) Eq. (15) requires that(ϕi − ϕC)8
T
i = O(h4)

which is true sinceϕi − ϕG = O(h).
This condition is obtained for the SUPG and streamline diffusion schemes because the

residual is written

8T
i = βT

i 8
T

with βT
i uniformly bounded independent of the mesh. For a smooth solution of the steady

version of (1), one has8T = ∫T divFh(W) dx = O(h3). Indeed, we have∫
T

divFh(W) dx =
∫

T
div(Fh(W)− F(W)) dx

=
∫
∂T
(Fh(W)− F(W)) · n dl.

Assuming thatFh is a second-order approximation ofF , and since the length of∂T is
O(h), we get

8T =
∫

T
divFh(W) dx = O(h3).

This proof makes clear two facts:

1. The scheme we construct can be second-order accurate only for steady problems.
2. The approximationFh of the flux must be second-order accurate. This is true for the

Roe–Deconinck–Struijs linearization.

The condition8T = O(h3) is not clear, and probably untrue, for finite volume schemes,
because it necessitates geometrical cancellations that are not true in general (except for very
regular meshes with geometrical invariance properties).

3.3. The Monotonicity Condition

This condition is very clear for a scalar equation and quite intuitive but difficult to
formalize for a system. The idea is to have a condition that avoids the creation of unphysical
oscillations. For a scalar equation, this condition is met, up to a CFL-like condition, if the
residual sent at nodeMi has the structure

8T
i =

∑
M j∈T

ci j (ui − u j )

with ci j ≥ 0 and uniformly bounded. These schemes areL∞ stable under a CFL condition.
In the case of a system, this monotonicity condition is meaningless, but one still wants to

avoid unphysical oscillations. Some well-considered schemes admit unphysical solutions,
such as the ENO schemes [1], but the constraints are such that one can reasonably expect
that these oscillations are weak and vanish when the mesh size tends to zero; and this is
indeed the case in practice.

When a monotonicity condition exists, the scheme isL∞ stable. In this paper, we replace
a monotonicity condition by a formal approximation of the inequality (4). If (4) were
numerically true, we would have a discrete version of (5) (under a CFL condition) and since
s is concave, the scheme would beL∞ stable.
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4. EXAMPLES

We give two examples of upwind schemes: the system N scheme and the system LDA
scheme of Deconinck and van der Weide [15].

4.1. The System N Scheme

We set

8T
i = K+i (W̃i − W̃), (16)

whereKi = Āni
x + B̄ni

y andW̃i = D(Z̄)Zi .1 In order to recover the conservation relation
(13), we must have (∑

i=1,3

K−i

)
W̃ =

∑
i=1,3

K−i W̃i . (17)

To defineW̃, one has a priori to invert the matrix∑
i=1,3

K−i ,

which in some cases, may be impossible. When it is possible, we denote byN the matrix

N =
(∑

i=1,3

K−i

)−1

. (18)

However, we show in Appendix B that, for the Euler equations,K+i W̃ is always defined.
More precisely, we show that for the scalar product〈. , .〉 defined byA0, the Hessian of the
mathematical entropySevaluated at the same average state that is used to defineĀ andB̄,
the space of stateR4 can be written as

R4 = Rr0⊕ H,

where

r0 =


1
ū
v̄

1
2

(
ū2+ v̄2

)
 .

The spaceH is the orthogonal complement ofr0R for 〈. , .〉. The projector ontoH is given
by

π(W) = W − 〈W, v0〉
〈r0, v0〉 r0. (19)

1 If K is a diagonalizable matrix with real eigenvalues (K = L3R) 3 = diag(λ), thenK± = L3±R where
3± = diag(λ±).
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The vectorv0 is∇Ws evaluated at the average state; it is the (common) left eigenvector of
Ā and B̄. We also denote byπ⊥ the projector

π⊥(W) = 〈W, v0〉
〈r0, v0〉 r0. (20)

It gives the component ofW along the entropy wave. The adjointπ∗ of π is given by

π∗(W) = W − 〈W, r0〉
〈r0, v0〉v0 (21)

and satisfiesA0π = π∗A0.
We can give a meaning to the inverse of

∑
i=1,3 K−i , denoted byN. The proof is valid

for a linearized symmetric system and is given in Appendix B.
The N scheme is linearly dissipative when the system is symetrizable. More precisely, if

the linearization is carried out in the entropy variablesV , T. Barth [2, 4] has shown that

LEMMA 4.1. If the matrices Ki are symmetric, one has

∑
Mi∈T

〈
Vi ,8

T
i

〉 = 1

2

∑
Mi∈T

〈Vi , Ki Vi 〉 +QN(V1,V2,V3), (22)

where

2QN(V1,V2,V3) = −〈8T N,8T 〉 +
∑
Mi∈T

(〈Vi , K+i Vi 〉 − 〈K+i Vi , N K+i Vi 〉)

+
∑
Mi∈T

(〈Vi ,−K−i Vi 〉 − 〈−K+i Vi , N(−K−i )Vi 〉). (23)

The quadratic formQN is positive: the N scheme is locally dissipative.

He shows thateachof the three terms in (23) is positive. The proof of Lemma 4.1 is
reproduced in Appendix A.

In the case of a linear problem, the sum of〈Vi , Ki Vi 〉 cancels, and we get aglobalenergy
stability result for the N scheme. If we had a linearization in theentropy variable V= ∇WS,
we could interpret12

∑
Mi∈T 〈Vi , Ki Vi 〉 as

∫
∂T
〈V, KnV〉h dσ,

where the “energy”〈V, KnV〉 is piecewise linearly interpolated by〈V, KnV〉h. Hence,
using exactly the same technique as in [3], if the conditions of the Lax–Wendroff theorem
are true, then the limit of the numerical solutions satisfies an entropy inequality, namely

∂S

∂t
+ div(uS) ≤ 0.
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4.2. The System LDA Scheme

The straightforward extension of the scalar LDA scheme is given by

8T
i = −K+i N8T , (24)

where theN matrix is given by (18). The conservation relation is obviously satisfied. This
scheme is upwind and LP.

When the linearization is carried out in the entropy variables, and if we set

V+ = −N

(∑
i=1,3

K+i Vi

)
and V− = N

(∑
i=1,3

K−i Vi

)
,

we have ∑
Mi∈T

〈
Vi ,8

T
i

〉 = 1

2

∑
Mi∈T

〈Vi , Ki Vi 〉 +QL D A(V1,V2,V3) (25)

with

2QLDA (V1,V2,V3) =
3∑

i=1

〈V+ − Ṽ i , K+i (V
+ − Ṽ i )〉 +

3∑
i=1

〈Ṽ i − V−, K+i (Ṽ i − V−)〉

+
∑
Mi∈T

(
〈Vi , K+i Vi 〉 + 〈K+i Vi , N K+i Vi 〉

)
+
∑
Mi∈T

(
〈Vi ,−K−i Vi 〉 + 〈−K+i Vi , N(−K−i )Vi 〉

)
. (26)

Unfortunately,QLDA is not a positive quadratic form.

4.3. Additional Properties of the LDA and N Schemes

It is also possible to compareQN andQLDA for a symetrizable system when the lin-
earization is done via the entropy variables.

LEMMA 4.2. We have

QLDA (V1,V2,V3) ≤ QN(V1,V2,V3).

This result states that the N scheme is more dissipative than the LDA scheme. We
have the following additional property.

LEMMA 4.3.

1. If 8i is the residual for the N scheme or the LDA scheme, we have

〈V, π8i (V1,V2,V3)〉 = 〈π∗V,8i (π
∗V1, π

∗V2, π
∗V3)〉.

2. The results of Lemmas 4.1 and 4.2 are valid on H andRr0.

This result states that we can split the energy contribution of the residuals into their
contributions along the entropy wave and its orthogonal complement.
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5. AN LP POSITIVE SCALAR SCHEME

In this section, we consider a scalar equation

∂u

∂t
+ 〈λ,∇u〉 = 0. (27)

Let us first describe in detail the N and LDA schemes on a triangleT . We setkj = 1
2〈λ, ni 〉.

Since
∑3

j=1 kj = 0, there are two generic cases: Either only one of thekj is strictly positive,
or two of them are strictly positive. The first case is called the “one-target case,” the second
one the “two-target case.” For the sake of simplicity, let us assume thatk1 > 0, andk2 > 0
in the two-target case. We have

• One-target case:

8N
1 = 8

8N
2 = 0

8N
3 = 0.

Since−k2 ≥ 0 and−k3 ≥ 0, the scheme is positive if

1t

∑
kj≥0 kj

|Ci | ≤ 1.

• Two-target case:

8N
1 = k1(u1− u3)

8N
2 = k2(u2− u3)

8N
3 = 0.

Sincek1 ≥ 0 andk2 ≥ 0, the scheme is positive if

1t

∑
kj≥0 kj

|Ci | ≤ 1.

The condition1t
∑

kj≥0 |kj |/|Ci | ≤ 1 is a global positivity condition. Similarly, the LDA
scheme reads
• One-target case:

8LDA
1 = 8 = −k2(u1− u2)− k3(u1− u3)

8LDA
2 = 0

8LDA
3 = 0.

Since−k2 ≥ 0 and−k3 ≥ 0, the scheme is positive.



SECOND-ORDER FLUCTUATION SPLITTING SCHEME 289

• Two-target case:

8LDA
1 = −k1

k3
8

8LDA
2 = −k2

k3
8

8LDA
3 = 0.

In this section, we consider a scheme that is a blending between the N scheme and the
LDA scheme. On any triangleT , the residual is written

8i = l8N
i + (1− l )8LDA

i .

We look for l ∈ R such that the scheme is positive and LP. The conservation constraints,
as well as the upwind constraints, are automatically satisfied. The problem is to computel .
For this, we follow Sidilkover’s technique [12],

8i = l8N
i + (1− l )8LDA

i = (l + (1− l )ri )8
N
i , (28)

whereri = 8LDA
i /8N

i .

One-target case. Any value ofl works since8N
i = 8LDA

i for anyi . We setl = 1 in that
case.

Two-target case. We have the relations (28) fori = 1, 2. Since the N scheme is positive
(with a CFL constraint), the blended scheme may also be positive if

l + (1− l )r1 = l (1− r1)+ r1 ≥ 0

l + (1− l )r2 = l (1− r2)+ r2 ≥ 0.
(29)

We can write

8LDA
1 = α8 = α(8N

1 +8N
2

)
8LDA

2 = β8 = β(8N
1 +8N

2

)
with α = − k1

k3
∈ [0, 1] andβ = − k2

k3
∈ [0, 1] andα + β = 1. Settingr = −8N

1 /8
N
2 , in the

inequalities (29), we write

l (β + αr )+ α(1− r ) ≥ 0

l (α + βr )+ β(1− r ) ≥ 0.

A solution to this set of inequalities is

l =
{

1 if r ≤ 0

max
(
α(r − 1)
β +αr ,

β(1− r )
α+βr

)
else.

(30)
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The formulae (30) can be rewritten as

l =


1 if r ≤ 0
β(1− r )
α+βr if 0 ≤ r ≤ 1
α(r − 1)
β +αr if 1 ≤ r

so that an explicit calculation of the residuals8i = l8N
i + (1− l )8LDA

i gives

81 =

8N

1 if r ≤ 0
8 if 0 ≤ r ≤ 1
0 if 1 ≤ r,

82 =

8N

2 if r ≤ 0
0 if 0 ≤ r ≤ 1
8 if 1 ≤ r,

which means that in the caser ≥ 0, all the residuals are sent either to node 1 or to node 2:
this is nothing else than the positive streamwise invariant (PSI) scheme.

It is also possible to rewrite the limiterl of (30) in different forms. Takeξ ∈ [0, 1[ and
defineϕξ by

ϕξ (x) =
{ r

r − 1 if r ≤ ξ
ξ

ξ − 1 else.
(31)

We also defineϕ1 as the limit ofϕξ whenξ → 1,

ϕ1(x) =
{ r

r − 1 if r < 1
−∞ else.

Then we can rewritel of (30) as

l = min(1,max(ϕξ (r1), ϕξ (r2)))

= min(1,max(ϕ1(r1), ϕ1(r2))).
(32)

This remark will be useful in the following.
Another choice of limiter that does not give back the scalar PSI scheme is obtained by

applying the formula (32) whereϕξ is replaced byψ given by

ψ(x) = |x|
|x| + 1

, (33)

namely

l = min(1,max(ψ(r1), ψ(r2))). (34)

We note that limiter (32), (31), or (34) satisfies

lim
φN

2 →0
l = 1,

which ensure the continuity of the limiter function.
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6. AN LP STABLE SCHEME FOR (1)

6.1. Comments on the System N Scheme

All the numerical experiments that have been conducted with the system N scheme
indicate it is a very stable, robust, and monotonic scheme. By saying it is monotonic, we
mean that however strong the discontinuities are, there are no pre- or post-discontinuity
oscillations. In particular, it is a numerical fact that the physical entropys follows the
semidiscrete relation

|Ci |
(

ds

dt

)
i

+
∑

T,Mi∈T

∑
M j∈T

cT
i j (si − sj ) ≥ 0 (35)

for some positive numbersci j .
Sincer0 is a common eigenvector of̄A and B̄, we have〈

viπ
⊥8N,T

i

〉 = ∑
M j∈T

cT
i j 〈vi , π

⊥(Wi −Wj )〉, (36)

where thecT
i j are the coefficients for the scalar N scheme whereλ = u; i.e.,

kj = 1

2
〈u, n j 〉,

cT
i j =

k+i k−j∑
j=1,3 k−j

.

Equation (36) states that the system N scheme is positive on the (linearized) entropy wave.
Throughout the paper, we assume that a similar relation does exist on the shear and

acoustic wave modes; more precisely, we assume that a relationship of the type〈
vi , π8

N,T
i

〉 ≤ ∑
M j∈T

cT
i j 〈vi , π(Wi −Wj )〉 (37)

holds even if we have been unable to prove it. The first inequality (36) states a monotonic
behavior of the projection of8T

i on the entropy wave. The second inequality (37) states the
same for the projection of8T

i on the acoustic and shear modes.

6.2. Construction of an Entropy Stable LP Scheme

In the following analysis, we set

vi = ∇Ws(Wi )

and we consider the semidiscrete scheme

|Ci |
(

dW

dt

)
i

+
∑

T,Mi∈T

8T
i = 0,

where

8T
i = `8N,T

i + (Id − `)8LDA ,T
i . (38)
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Here` is a matrix the structure of which has to be defined to get a monotonic entropy stable
scheme.

We first left multiply(dW/dt)i by vi , and we get

|Ci |
(

ds

dt

)
i

+
∑

T,Mi∈T

〈
vi ,8

T
i

〉 = 0.

The idea is to construct̀in such a way that

〈
vi ,8

T
i

〉〈
vi ,8

N,T
i

〉 ≥ 0. (39)

If it is possible, by combining this inequality with (36) and (37), provided that〈vi8
T
i 〉/

〈vi8
N,T
i 〉 is bounded, we recover formally a bound on the solution, under a CFL-like

condition. Now we show how it is possible to construct such a matrix`.
To begin with, recall the decomposition of the state spaceR4 = Rr0⊕ H given, for any

stateW ∈ R4, by

W = π(W)+ π⊥(W), π⊥(W) = l (W)r0 = 〈W, v0〉
〈r0, v0〉 r0

y = π(W) = W − 〈W, v0〉
〈r0, v0〉 r0.

The vectorsr0 andv0 are evaluated for an averaged set of Jacobian matricesĀ andB̄. From
a physical point of view,l (W) is the component ofW on the entropy waver0, whileπ(W)

is the sum of the acoustic and shear waves.
The key remark is to notice that the N scheme and the LDA scheme have a simple

expression for this decomposition becauser0 is a common eigenvector of̄A and B̄. More
precisely, we have

8N
i =

3∑
j=1; j 6=i

K+i N K−j π
⊥(W̃i − W̃ j )+

3∑
j=1; j 6=i

K+i N K−j π(W̃i − W̃ j )

=
(∑3

j=1; j 6=i k+i k−j l (Wi −Wj )∑
j=1,3 k−j

)
r0+

3∑
j=1; j 6=i

K+i N K−j π(W̃i − W̃ j )

8LDA
i = −

3∑
j=1; j 6=i

K+i N K jπ
⊥(W̃i − W̃ j )−

3∑
j=1; j 6=i

K+i N K jπ(W̃i − W̃ j )

=
(∑3

j=1; j 6=i k+i k j l (Wi −Wj )∑3
j=1; j 6=i k+i

)
r0−

3∑
j=1; j 6=i

K+i N K jπ(W̃i − W̃ j ).

For this reason, we set

` = l1π
⊥ + l2π. (40)
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In other words, the matrix̀ has two components. One acts only on the components on
the entropy wave, and the other component only plays on the shear–acoustic waves. Then,
thanks to Lemma 4.3, we evaluate the entropy production within a single triangle,

〈vi ,8i 〉 =
〈
vi , `8

N
i

〉+ 〈vi , (Id− `)8LDA
i

〉
= (l1 〈vi , π

⊥(8N
i

)〉+ (1− l1)
〈
vi , π

⊥(8LDA
i

)〉)
+ (l2 〈vi , π

(
8N

i

)〉+ (1− l2)
〈
vi , π

(
8LDA

i

)〉)
=
(

l1+ (1− l1)

〈
vi , π

⊥(8LDA
i

)〉〈
vi , π⊥

(
8N

i

)〉 )〈vi , π
⊥(8N

i

)〉
+
(

l2+ (1− l2)

〈
vi , π

(
8LDA

i

)〉〈
vi , π

(
8N

i

)〉 )〈vi , π
(
8N

i

)〉
.

We definel1 andl2 by the two conditions

• For i = 1, 2, 3,

l1+ (1− l1)

〈
vi , π

⊥(8LDA
i

)〉〈
vi , π⊥

(
8N

i

)〉 ≥ 0,

• For i = 1, 2, 3,

l2+ (1− l2)

〈
vi , π

(
8LDA

i

)〉〈
vi , π

(
8N

i

)〉 ≥ 0.

Following the developments of Section 5, we set

l1 = min(1,max(ϕξ (r ′1), ϕξ (r
′
2), ϕξ (r

′
3)))

l2 = min(1,max(ϕξ (r1), ϕξ (r2), ϕξ (r3))),
(41)

where ri = 〈vi , π(8
LDA
i )〉/〈vi , π(8

N
i )〉 and r ′i = 〈vi , π

⊥(8LDA
i )〉/〈vi , π

⊥(8N
i )〉 for i =

1, 2, 3, ξ ∈ [0, 1[, andϕξ is defined by (31). Contrary to the scalar case where the value of
ξ , was unimportant, it is not clear whether different values ofξ furnish the same value of
l2. Another solution is given by

l1 = min(1,max(ψ(r ′1), ψ(r
′
2), ψ(r

′
3)))

l2 = min(1,max(ψ(r1), ψ(r2), ψ(r3))),
(42)

whereψ is defined by (33).

Remark 6.1.
1. In the continuous case, we haveds= 〈v, dW〉. Sincev belongs toRr0, v is orthogonal

to the acoustic and shear modes of the Euler equations. In the discrete case, however, the
situation is a bit more complex: There is no reason why〈vi , π

⊥8N
i 〉 should be zero. When

the flow is smooth,〈vi , π
⊥8N

i 〉 is likely to be small, but certainly not when a discontinuity
exists.
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2. We have developed another version of the scheme (referred to as theV-scheme later
in this remark), where we replacev by V = ∇W(ρs). At the continuous level, one has
〈V, div F(W)〉 = ρ〈v, div F(W)〉 + sdiv(ρu), and then

〈V, π(div F(W))〉 = ρ〈v, div F(W)〉

and

〈V, π⊥(div F(W))〉 = sdiv(ρu).

This suggests that the same numerical technique, wherevi is replaced byVi , would be a
very similar scheme onRr0, but would act to limit the mass flow onH . We have imple-
mented this scheme. Its results are indistinguishable from those obtained by the scheme
(v-scheme) developed in this section. However, we have preferred thev-scheme because
the interpretation of theV-scheme is not clear. Thev-scheme uses an approximation of
the transport of the physical entropy where a minimum principle exists, while theV-scheme
uses an approximation of a conservation operator,

∂(ρs)

∂t
+ div(ρsu)

for which no minimum or maximum principle exists.

7. BOUNDARY CONDITIONS

To set the boundary conditions, we utilize the fact that a finite volume scheme is a residual
distributive scheme, according to Eq. (9). The inflow and outflow boundary conditions are
prescribed via the modified Steger and Warming [8] flux splitting,

F(Wi ,W∞, n) = A(Wi )
+ · nWi + A(Wi )

− · nW∞,

and the wall conditions are simply obtained by setting〈u, n〉 = 0; i.e.,

Fwall(Wi , n) =


0

pnx

pny

0

 .

8. NUMERICAL EXAMPLES

We have run this scheme on many examples; all of them are steady computations. We
report the most significant ones and compare them with the N scheme, the LDA scheme, a
first-order finite volume scheme (Roe scheme), and a monotonic upstream-centered scheme
for conservation laws (MUSCL) (Roe scheme with MUSCL extrapolation on the primitive
variables with van Leer limiter). The finite volume schemes use the dual-cell control volume
formulation [8]. For a given problem and variable, the same isolines have been used to draw
the pictures whatever the scheme. In all the numerical computations, we have taken the
matrix` defined by (42).
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FIG. 3. Mesh for the shock tube problem.

8.1. A Shock Tube Problem

The initial condition consists of two parallel uniform flows, conditions of which are listed
above:

• Top: Mach number= 2.4, ρ = γ , p = 1
• Bottom: Mach number= 4, ρ = γ

2 , p = 0.25

The conditions on the left boundary are identical to the initial conditions. The flow is
everywhere supersonic; no exit boundary condition is needed. The steady solution consists
of a shock wave, a contact discontinuity, and a fan. On any line orthogonal to the initial
velocity vector, the solution looks like a 1D Riemann problem. On Fig. 3, we display the
mesh, on Figs. 4–6, the density, the pressure, and the Mach number.

From these results, it appears clearly that:

• the resolution of the shock between the MUSCL and blended schemes favors the new
scheme,
• the resolution of the slip line between the MUSCL and blended schemes without any

doubt favors the blended scheme,
• the fan is better represented by the blended scheme because the plateau, where the

solution is constant between the discontinuities, starts earlier for the blended scheme than
for MUSCL scheme.

The display of the results for the N scheme illustrates the monotonic behavior of this scheme,
where as the LDA scheme is clearly not monotonic.



FIG. 4. Density isolines for the shock tube problem. Top: N scheme (left), MUSCL scheme (right). Bottom:
LDA scheme (left), Blended scheme (right). N scheme: 0.7≤ ρ ≤ 1.4, MUSCL: 0.69≤ ρ ≤ 1.40, LDA: 0.61≤
ρ ≤ 1.42, Blended: 0.70≤ ρ ≤ 1.40.

FIG. 5. Pressure isolines for the shock tube problem. Top: N scheme (left), MUSCL scheme (right). Bottom:
LDA scheme (left), Blended scheme (right). N scheme: 0.25≤ p ≤ 1, MUSCL: 0.24≤ p ≤ 1, LDA: 0.2≤ p ≤
1.04, Blended: 0.25≤ p ≤ 1.

296
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FIG. 6. Mach number isolines for the shock tube problem. Top: N scheme (left), MUSCL scheme (right).
Bottom: LDA scheme (left), Blended scheme (right). N scheme: 2.4≤ M ≤ 4, MUSCL: 2.40≤ M ≤ 4.07, LDA:
2.39≤ M ≤ 4.27, Blended: 2.4≤ M ≤ 4.0.

8.2. A Transonic Test Case

We take one of the test cases of the Game workshop held at INRIA Rocquencourt in
1987 [7]. It is the NACA 0012 case, the Mach number at infinity isM∞ = 0.85, with
α = 1◦. The solution has two shocks: one on the top of the airfoil, and a weaker one on its

FIG. 7. Meshes for the NACA 0012 problem.
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FIG. 8. Deviation of physical entropy (6 = s− s∞/s∞) for the MUSCL scheme (a) and the blended scheme
(b).

bottom. A slip line comes out of the trailing edge. This case is interesting because the more
dissipative the scheme, the more symmetric the solution. We present the results on two
different meshes. Both are unstructured; one is very irregular (Fig. 7a); the other is much
more regular (Fig. 7b). Our purpose is to illustrate the effects of the numerical dissipation
and the mesh. Table I gives the minimum and maximum of the Mach number, the pressure
coefficientcp = (p− p∞)/( 1

2ρ∞u2
∞), and the entropy deviation6 = (s− s∞)/s∞ for the

irregular mesh (Figs. 8–10) and the Mach number for the regular one (Fig. 11). There are
three main facts.

1. By looking at Table I and Fig. 8, we see that the entropy has a more physical behavior
for the blended scheme than for the MUSCL scheme. There is no numerical artifact (see
Fig. 8a, lower and upper shocks). The slip line seems less diffused. We should have6 ≥ 0.

FIG. 9. Pressure coefficient for the MUSCL scheme (a) and the blended scheme (b).



SECOND-ORDER FLUCTUATION SPLITTING SCHEME 299

FIG. 10. Mach number contours for the MUSCL scheme (a) and the blended scheme (b).

Numerically this is violated by both schemes but by an order of magnitude less by the
blended scheme; see Table I.

2. The shocks are better resolved because the isolines go into the shock much more for
the blended scheme than for the MUSCL one; see Figs. 9 and 10.

3. When comparing the results of Fig. 10, one can see a strange behavior of the Mach
number contours. This is due to the large entropy layer created by the MUSCL scheme
and the strong dependency of the scheme on the mesh. Compare to Fig. 11, where the
same schemes have been used on a much more regular mesh. There is still a larger
entropy layer for the MUSCL scheme, but its influence on the Mach number is much
weaker.

FIG. 11. Mach number contours on the regular mesh of Fig. 7b for the MUSCL scheme (a) and the blended
scheme (b).
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TABLE I

NACA 0012 Problem on 7a and b

Irregular Mesh, Figure 7a

Scheme Mach (Min, Max) cp (Min, Max) 6 (Min, Max)

MUSCL 0.053, 1.34 −1.00, 1.05 −0.005, 0.054
Blended 0.022, 1.39 −1.00, 1.08 −0.0005, 0.052

Regular Mesh, Figure 7b

Scheme Mach (Min, Max)

MUSCL 0.047, 1.42
Blended 0.05, 1.43

Note. Minimum and maximum of the Mach number, the pressure coefficient, and the
entropy deviation.

8.3. Engine Inlet

This is another test case of the Gamm workshop [7]. The conditions are set so that the
Mach number at infinity isM∞ = 2 and the Mach number at the exit of the engine inlet
is M = 0.27. We display in Fig. 12 the Mach number in the whole computational domain.
The solution has a lambda shock at the entrance of the inlet. This lambda shock produces
a slip line coming out of the triple point. By comparing the solutions of Figs. 12c and 12d,
it is clear that a slip line is much better resolved by the blended scheme than the MUSCL
one, even though the mesh is quite coarse; see Fig. 13.

Next, in Figs. 14–16, we see that the location of the secondary shock depends on the
scheme. The shock is hardly visible for Roe’s. By increasing strength, we have the N scheme
first, then MUSCL, and last the blended scheme. Moreover, the stronger the scheme the
further the shock is from the inlet entrance. This is quite consistent with the conclusion of
the Gamm workshop: The less diffusive the shock is, the further from the entrance it is. We
have run this case with the LDA scheme; the results are very oscillatory but support this
conclusion. In Table II, one can notice that even if6 ≥ 0 theoretically, this is not the case
for the new scheme. However, the deviation form6 ≥ 0 is more than an order of magnitude
smaller from the blended than the MUSCL scheme.

Last, the lambda shock is reflected on the wall of the engine. The reflection is much
clearer for the blended scheme than for the MUSCL one. The shock wave also has more
reflections, but this is difficult to notice on Fig. 12.

TABLE II

Engine Inlet Problem

Scheme Mach (Min, Max) Pressure (Min, Max) 6 (Min, Max)

Roe 0.50, 2.21 0.57, 5.76 0.0, 0.14
N 0.53, 2.25 0.58, 6.06 0.0, 0.10
MUSCL 0.48, 2.26 0.56, 5.90 −0.01, 0.16
Blended 0.38, 2.27 0.56, 6.75 −0.0008, 0.17

Note. Minimum and maximum of the Mach number, pressure, and entropy deviation6

for the first-order Roe scheme, the N scheme, the MUSCL scheme, and the blended scheme.
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FIG. 12. Mach number contours for the first-order Roe scheme (a), the system N scheme (b), the MUSCL
scheme (c), and the blended scheme (d).

8.4. Flow over a Cylinder

This is another Gamm test case. The Mach number at infinity isM∞ = 0.38. The solution
should be symmetric with respect to thex and y axes. The Mach number is always less
than 1, but its maximum is very close to 1. Since the flow is subsonic, the entropy deviation

FIG. 13. Zoom of the mesh near the inlet entrance.
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FIG. 14. Zoom of the Mach number contours for the first-order Roe scheme (a), the system N scheme (b),
the MUSCL scheme (c), and the blended scheme (d).

should be 0. In fact, the respect of the symmetry properties and the departure from6 = 0
are good criteria to compare the solutions. Once more the mesh is completely unstructured;
see Fig. 17.

We display the solution given by the MUSL scheme, the blended scheme, and the LDA
scheme, As expected, the LDA scheme gives the best results; see Figs. 18c and 19c. But
the blended scheme is not that far away; see Figs. 18b and 19b, and compare the max/min
values on Table III. It also gives much better results than the MUSCL scheme, as reported
on Figs. 18a and 19a, and Table III. The entropy production is five times greater than in the
other schemes. The entropy layer is also much thicker.

8.5. Comments on the Iterative Convergence

As in the van der Weide system PSI scheme [15], the iterative convergence of the scheme
we present in this paper is very poor; basically theL2 residual on the density stagnates at
about 10−2–10−3, where the residual is compared to the first iteration.



SECOND-ORDER FLUCTUATION SPLITTING SCHEME 303

FIG. 15. Zoom of the pressure contours for the first-order Roe scheme (a), the system N scheme (b), the
MUSCL scheme (c), and the blended scheme (d).

There is a way to improve this behavior by modifying the arguments in Eqs. (32) or
(34). To simplify the text, take the example of the functionψ , Eqs. (33). The arguments are
essentially

ψ(ri ) =
∣∣〈vi ,8

LDA
i

〉∣∣∣∣〈vi ,8
LDA
i

〉∣∣+ ∣∣〈vi ,8
N
i

〉∣∣
TABLE III

Flow over a Cylinder Problem

Scheme Mach (Min, Max) Pressure (Min, Max) 6 (Min, Max)

MUSCL 0.0001, 0.82 0.67, 1.10 −0.0004 0.048
Blended 0.0001, 0.89 0.64, 1.11 0.0, 0.009
LDA 0.0, 0.94 0.62, 1.10 −0.001, 0.010

Note.Minimum and maximum of the mach number, pressure, and entropy deviation
6 for the MUSCL scheme, the blended scheme, and the LDA scheme.
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FIG. 16. Zoom of the entropy deviation contours for the first-order Roe scheme (a), the system N scheme (b),
the MUSCL scheme (c), and the blended scheme (d).

or

ψ(ri ) =
∣∣〈vi , π

⊥8LDA
i

〉∣∣∣∣〈vi , π⊥8LDA
i

〉∣∣+ ∣∣〈vi , π⊥8N
i

〉∣∣ .
To prevent division by zero, we have considered instead

ψε(ri ) =
∣∣〈vi ,8

LDA
i

〉∣∣∣∣〈vi ,8
LDA
i

〉∣∣+ ∣∣〈vi ,8
N
i

〉∣∣+ ε
and

ψε(ri ) =
∣∣〈vi , π

⊥8LDA
i

〉∣∣∣∣〈vi , π⊥8LDA
i

〉∣∣+ ∣∣〈vi , π⊥8N
i

〉∣∣+ ε .



FIG. 17. Mesh for the cylinder problem.

FIG. 18. Entropy deviation contours for the MUSCL scheme (a), the blended scheme (b), and the LDA
scheme (c).
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FIG. 19. Mach number contours for the MUSCL scheme (a), the blended scheme (b), and the LDA scheme (c).

The parameterε should beO(h3) for it to be negligible compared to the residual of the
N and LDA schemes. In all the calculations, we have setε in the range [10−5, 10−6]. If ε
is too small, the iterative convergence is erratic. Ifε → 0 the scheme resembles the LDA
scheme. In our experiments, we have noticed that the results are quite insensitive toε: they
are nonoscillatory.

9. CONCLUDING REMARKS

In this paper, we have presented the construction of an upwind residual scheme that
is formally second-order accurate at steady state. It is a blending between the system N
scheme and the low diffusion advection schemes formally extended by van der Weide and
Deconinck. The present construction relies on the analysis of the entropy production of
the scheme within a single element. This scheme is robust and much less diffusive than a
state-of-the-art MUSCL scheme on an unstructured mesh. The stencil of the scheme is also
more compact, so a parallel implementation is much easier.
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The limiter we consider here has only two degrees of freedom. Future work will consist
of constructing limiters with more parameters, in the hope of decreasing the numerical
diffusion. Extensions to unsteady flows will also be considered.

APPENDIX A

Proof of Lemma 4.1

The proof of the energy inequality was made by T. Barth and is presented in [2]. It is
included in the present paper for completeness, with permission from the original author.

For ease of exposition, we will show the development in two space dimensions, but the
generalization toRd will be clear. The analysis is done for a symetrized linear hyperbolic
system: we assume that the matricesKi are symmetric, the state variables areVi .

SettingV = (V1,V2,V3)
T , we can rewrite the N scheme as

LT VT =

81

82

83

 =



K+1
K+2

K+3

+


K+1
K+2
K+3

 [N]

 K−1
K−2
K−3


T

V1

V2

V3

 (43)

with K± symmetric and[N] a block diagonal matrix[N] ≡ diag(N, N, N).
The study of the quadratic form

〈V1,81〉 + 〈V2,82〉 + 〈V3,83〉

amounts to studying the symmetric matrix(L + LT )/2. The study ofQN ,

QN(V1,V2,V3) = 〈V1,81〉 + 〈V2,82〉 + 〈V3,83〉 − 1

2

(
3∑

i=1

〈Vi , Ki Vi 〉
)
,

is thus equivalent to the study of

1

2
(L + LT )− 1

2

 K1

K2

K3

.
The symmetric part ofL is given by

LT =


K+1

K+2
K+3

+ 1

2


K+1
K+2
K+3

 [N]

 K−1
K−2
K−3


T

+ 1

2

 K−1
K−2
K−3

 [N]


K+1
K+2
K+3


T

. (44)

Examining rows ofLT or LT , observe that the row sum is nonzero. However, we can add
the a block diagonal matrix to the element matrixL,

−1

2

 K1

K2

K3

 , (45)
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so that rows and columns of theLT sum to zero. These additional terms have no impact on the
constant coefficient discretization of the Cauchy problem. These terms all vanish identically
when summed for all elements sharing a mesh vertex since the geometry surrounding the
vertex is closed. Henceforward, we will include these terms in our definition ofLT andTT

yielding

LT = 1

2

 |K |1 |K |2
|K |3

+ 1

2


K+1

K+2

K+3

 [N]

 K−1
K−2
K−3


T

+ 1

2

 K−1
K−2
K−3

 [N]


K+1

K+2

K+3


T

.

(46)

Next, rewrite off-diagonal terms such as

K+i N K−j + K−i N K+j

in the following form:

K+i N K−j + K−i N K+j = Ki N K j − K+i N K+j − K−i N K−j .

Consequently,LT can be rewritten as

LT = 1

2

 K1

K2

K3

 [N]

 K1

K2

K3


T

+ 1

2


K+1

K+2
K+3

−


K+1
K+2
K+3

 [N]


K+1
K+2
K+3


T

+ 1

2

−K−1
−K−2

−K−3

−
−K−1
−K−2
−K−3

 [N]

−K−1
−K−2
−K−3


T

. (47)

Note that the first term appearing on the right-hand side of Eq. (47) gives rise to a quadratic
form with positive energy, so our only concern is the remaining terms on the right-hand side
on this equation. Before proving positive semidefiniteness of (47), we first review a simple
result concerning the spectra of noncommuting matrices.

LEMMA A.1. The nonzero parts of the spectrum of AB and B A are identical for all
matrices A∈ Rm×n and B∈ Rn×m.

Proof. See for example Axelsson [16, p. 69].

Next we prove positive semidefiniteness of a specialized matrix in product form.

LEMMA A.2 (Golub). The matrix

L =
 A 0 0

0 B 0
0 0 C

−
 A

B
C

 N

 A
B
C

T

, N = [ A+ B+ C]−1,

is positive semidefinite for all A, B,C ∈ Rn×n symmetric positive definite.
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Proof. Let

Z =
A 0 0

0 B 0
0 0 C


and congruence transformL

Z−1/2L Z−1/2 =

 In

In

In

−
 A1/2

B1/2

C1/2

 N

 A1/2

B1/2

C1/2


T

= I3n − P.

Next use Lemma A.1 concerning the spectra of nonsquare matrix products. In the present
case Lemma A.1 implies that

Eigenvalues


 A1/2

B1/2

C1/2

 N

 A1/2

B1/2

C1/2


T
 = Eigenvalues

(
N1/2(A+ B+C)N1/2

)+ 2n zeros

= Eigenvalues(N(A+ B+ C))+ 2n zeros

= Eigenvalues(In)+ 2n zeros (48)

and consequently

I3n − P

is positive semidefinite. From this result it follows immediately that

L = Z1/2(I3n − P)Z1/2

is also positive semidefinite.

The extension toA, B,C ≥ 0 and(A+ B+ C) > 0 follows by considering the perturbed
matricesAε = A+ ε I , Bε = B+ ε I , andCε = C + ε I and lettingε ↓ 0.

Returning to the system N scheme, we now can prove

LEMME A.3 (Lemma 4.1). If the matrices Ki are symmetric, one has

∑
Mi∈T

〈
Vi ,8

T
i

〉 = 1

2

∑
Mi∈T

〈Vi , Ki Vi 〉 +QN(V1,V2,V3), (49)

where

2QN(V1,V2,V3) = −〈8T N,8T 〉 +
∑
Mi∈T

(〈Vi , K+i Vi 〉 − 〈K+i Vi , N K+i Vi 〉)

+
∑
Mi∈T

(〈Vi ,−K−i Vi 〉 − 〈−K+i Vi , N(−K−i )Vi 〉). (50)

The quadratic formQN is positive: the N scheme is locally dissipative.
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Proof. SinceN = [K+1 + K+2 + K+3 ]−1 = [−K−1 − K−2 − K−3 ]−1, the result follows
immediately after application of the Golub lemma to (47).

APPENDIX B

The N and LDA Schemes are Well Defined

We show that for a linearized symetrizable system, the system N and LDA schemes are
well defined. We carry out the proof only for the N scheme; the extension to the LDA one
is obvious.

We consider a linearization of the system

Wt + AWx + BWy = 0

by means of some parameter vector. The Jacobian is evaluated at some average state, for
example, that given by the parameter vectorZ. It could be any other linearization provided
the symetrization property of the system is kept.

Formally, the residual within a triangleT of the system N scheme is written

8N
i =

∑
M j∈T

Ci j (W̃i − W̃ j ),

where the matricesCi j are

Ci j = K+i

(∑
l=1,3

K−l

)−1

K−j . (51)

HereKl = Anl
x + Bnl

y, where(nl
x, n

l
y) are the component of a vectornl . The vectorsnl ,

l = 1, 2, 3 satisfy
∑3

l=1 nl = 0. In the following, we setN = (∑l=1,3 K−l )
−1. The question

is whether the matricesCi j are well defined.
Since the system is symmetrizable, there exists a symmetric positive definite (s.d.p.)

matrix A0 such that

Ã = AA−1
0 , B̃ = B A−1

0

are symmetric. Here,A0 is the Hessian of the mathematical entropyS evaluated at the
average state. We setK̃ l = Ãnl

x + B̃nl
y = Kl A

−1
0 . SinceA0 is s.d.p., we can left and right

multiply by A1/2
0 to see that

K̃+l = K+l A−1
0 , K̃−l = K−l A−1

0 , |K̃ l | = |K |A−1
0 .

We also have
∑

l Kl = 0,
∑

l K̃ l = 0.
SinceÃ and B̃ are symmetric, thẽK l , K̃±l , |K̃ l | are also symmetric. Hence∑

l

K̃+l ≥ 0

∑
l

K̃−l ≤ 0

∑
l

|K̃ l | ≥ 0.
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This shows that
∑

l |Kl |,
∑

l K+l ,−∑l K−l have positive eigenvalues; this can be seen still
by left and right multiplying byA1/2

0 andA−1/2
0 .

If one matrixK+l has a system of strictly positive eigenvalues,
∑

l K+l has only strictly
positive eigenvalues. Thus

∑
l K+l is invertible.

Assume now there existsx ∈ R4 such that
∑

l K+l x = 0. By settingy = A0x, we have∑
l K̃+l y = 0. Thus,

0=
〈∑

K+l x, x
〉
=
∑

l

〈K̃+l y, y〉.

If there existsl such that〈K̃+l y, y〉> 0, y cannot be in the kernel of
∑

K̃
′+
i unlessy = 0

and thenx = 0.
Thus we have to assume thatK̃+l y = 0 for l = 1, 2, 3. Since

∑
K̃+l = −

∑
K̃−l , the same

arguments as above, applied toK̃−l , show thatK̃−l y = 0 for l = 1, 2, 3. ThusKl x = 0, with
x 6= 0. Coming back to the definition ofKl , since any two among{n1, n2, n3} are linearly
independent, we haveAx = Bx = 0: The matricesA andB have a common eigenvector,
associated to the eigenvalue 0.

In the case of the Euler equations, the eigenvectors ofA are

R+1 =


1

u+ a
v

H + ua

 , R−1 =


1

u− a
v

H − ua

 , R0
1 =


1
u
v

u2+ v2

2

 , Rt
1 =


0
0
1
v


with the eigenvaluesu+ a, u− a, u, andu. Those ofB are

R+2 =


1
u

v + a
H + ua

 , R−2 =


1
u

v − a
H − ua

 , R0
2 =


1
u
v

u2+ v2

2

 , Rt
2 =


0
−1
0
u


with the eigenvaluesv + a, v − a, v, andv. We see thatR0

1 = R0
2 = r0.

The only solution to the problem isu = v = 0 andx = λr0 = λr0 (stagnation point);
otherwisea = 0, which corresponds to vacuum.

What remains is to show that one can give a meaning toCil even in that case. More
precisely, we show there exists a decomposition ofR4 such thatR4 = Rr0⊕ H , whereH
contains all the eigenvectors ofA andB that are different fromr0.

LEMMA B.1. If A and B are two matrices with one common eigenvector r0, and if
there exists a s.p.d. matrix A0 that symmetrizes A and B there exists a vector space H that
can be explicitly computed such that the other eigenvectors of A and B belong to H and
Rn = (Rr0)⊕ H.

Proof. The matricesAA−1
0 andB A−1

0 are symmetric; so areA1/2
0 AA−1/2

0 andA1/2
0 B A−1/2

0

(left and right multiply byA1/2
0 ). They are also congruent toA andB, respectively.

Let{rk}k=0,n−1 and{r ′k}k=0,n−1 complete systems of eigenvectors ofAandB, respectively.
We assumer0 = r ′0. Then {A1/2

0 rk}k=0,n−1 and {A1/2
0 r ′k}k=0,n−1 are complete systems of

eigenvectors of symmetric matrices: They are orthogonal. Hence

Rn = RA1/2
0 r0⊕

(
RA1/2

0 r0
)⊥
.
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Clearly , A1/2
0 r ′k ∈ (RA1/2

0 r0)
⊥ andA1/2

0 rk ∈ (RA1/2
0 r0)

⊥ for k > 0. By defining

H = A−1/2
0

(
RA1/2

0 r0
)⊥

we have the expected decomposition

x = l (x)r0+ x⊥, x⊥ ∈ H,

wherel (x) = 〈A0x,x〉
〈A0r0,r0〉 , and we have

Mi j x =
(
〈u, ni 〉+〈u, n j 〉−∑

i=1,3〈u, ni 〉+
)

l (x)r0+ Mi j x
⊥.

Whenu→ 0, the first term tends to 0 because∣∣∣∣∣ 〈u, ni 〉+〈u, n j 〉−∑
i=1,3〈u, ni 〉+

∣∣∣∣∣ ≤ |〈u, n j 〉−| → 0

andMi j x⊥ converges to a finite limit because none of the eigenvalues of the restriction of
N to the spaceH vanish.

Remark B.2. Sinceπ∗A0 = A0π , we can see thatA0r0 = v0. HenceH is the kernel of
π⊥.

APPENDIX C

Proof of Lemmas 4.2 and 4.3

In this section, we assume that the linearization is done via the entropy variableV and
we use the notation of the previous section.

Throughout this section, we can assume theN, at least for the symmetrizable system, of
the Euler equations. We setM = −N and

V+ = M

(∑
i=1,3

K̃+i Vi

)

V− = N

(∑
i=1,3

K̃−i Vi

)
,

so that we have8T = M−1(V+ − V−).

Proof of Lemma 4.2. A direct calculation shows (with obvious notation)

QLDA (V1,V2,V3)−QN(V1,V2,V3) =
3∑

i=1

〈
Vi ,8

LDA
i −8N

i

〉
.
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Since8LDA
i −8N

i = K̃+i (V
+ − Vi ) and since

3∑
i=1

K+i V+ =
3∑

i=1

K+i Vi ,

we get

QLDA (V1,V2,V3)−QN(V1,V2,V3) =
3∑

i=1

〈Vi , K̃+i (V
− − Vi )〉

= −
3∑

i=1

〈V− − Vi , K̃+i (V
− − Vi )〉

≤ 0.

Proof of Lemma 4.3. The result is true if the first part of the lemma is shown. The N
scheme can be written (in symmetric variables)

8i =
3∑

j=1

K̃+i Ñ K̃−j (Vi − Vj ).

SinceK̃+i = K+i A−1
0 , K̃−j = K−j A−1

0 , andÑ = A0N, we have

8i =
3∑

j=1

K+i N K−j A−1
0 (Vi − Vj ).

Now, π commutes withK+i , K−j , andN, and sinceπ2 = π andπA0 = A0π
∗, we get the

result for the N scheme. The proof is identical for the LDA scheme. The second part of the
lemma is a consequence of its first part.

APPENDIX D

The Blended Scheme is LP at Convergence

To show that the blended scheme is LP at convergence, we have to check the condition
(15) when the arguments in the residuals are replaced by the exact smooth solution. Here,∑

T

∑
Mi∈T

(
ϕi − ϕT

G

) ·8T
i =

∑
T

∑
Mi∈T

(
ϕi − ϕT

G

) · (8LDA
i + `(8N

i −8LDA
i

))
.

The LDA scheme is LP because the matrices−K+i N K j are uniformly bounded and the
solution is itself bounded. Sincèis also bounded, it is enough to check if∑

T

∑
Mi 6=M j

(
ϕi − ϕT

G

) · `8N
i = O(h2).
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In fact,

8N
i =

∑
j 6=i

K+i N K−j (W̃i − W̃ j ) =
∑
j 6=i

K+i N K−j 〈∇ ˜πh(W),M i M j 〉,

whereπh(W) is the piecewise linear interpolant ofW.2 The matricesN K−j are bounded, the
matricesK+i areO(h), andM i M j is alsoO(h) if the mesh is regular. Hence8N

i = O(h2)

on any triangle. Moreover,ϕi − ϕT
G = O(h), so it is enough to check if̀= O(h). SinceW

is the exact solution andπh(W) is the piecewise linear interpolant ofW, we have〈
vi , l

(
8LDA

i

〉 = O(h3) and
〈
vi , l

(
π8LDA

i

〉 = O(h3).

As we have seen just above,〈
vi , l

(
8N

i

〉 = O(h2) and
〈
vi , l

(
π8N

i

〉 = O(h2),

and thus̀ = O(h).
However, there is an important difference between what is done on the entropy wave

and its orthogonal. On the entropy wave, the scheme can be naturally associated to a finite
element method with discontinuous test functions, as with the SUPG method. This is much
less clear for what we do on the orthogonal complement of the entropy wave.

ACKNOWLEDGMENTS

During this study, I have been helped by B. Nkonga (Universit´e Bordeaux I). I owe him (at least) the skeleton
of the code that has been used for the numerical simulations and the finite volumes subroutines. This study first
began with K. Mer, CEA CESTA, and she has coded the N scheme. I have been encouraged by my colleagues
P. Charrier and B. Dubroca. Numerous discussions with H. Deconinck, P. L. Roe, T. Barth, and K. Sermeus have
also been very helpful. The referees are also acknowledged for their very accurate comments, which led to drastic
improvements of the paper.

REFERENCES

1. R. Abgrall, On essentially non-oscillatory schemes on unstructured meshes: Analysis and implementation,
J. Comput. Phys.114, 45 (1994).

2. R. Abgrall and T. J. Barth,Linearisation via the Entropy Variables: Application to Residual Distributive
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