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#### Abstract

We examine the wave equation in the exterior of a strictly convex bounded domain $K$ with dissipative boundary condition $\partial_{\nu} u-\gamma(x) \partial_{t} u=0$ on the boundary $\Gamma$ and $0<\gamma(x)<1, \forall x \in \Gamma$. The solutions are described by a contraction semigroup $V(t)=e^{t G}, t \geq 0$. The poles $\lambda$ of the meromorphic incoming resolvent $(G-\lambda)^{-1}: \mathcal{H}_{c o m p} \rightarrow \mathcal{D}_{l o c}$ are eigenvalues of G if $\operatorname{Re} \lambda<0$ and incoming resonances if $\operatorname{Re} \lambda>0$. We obtain sharper results for the location of the eigenvalues of $G$ and incoming resonances in $\Lambda=\{\lambda \in \mathbb{C}:|\operatorname{Re} \lambda| \leq$ $\left.C_{2}(1+|\operatorname{Im} \lambda|)^{-2},|\operatorname{Im} \lambda| \geq A_{2}>1\right\}$ and we prove a Weyl formula for their asymptotic. For $K=\left\{x \in \mathbb{R}^{3}:|x| \leq 1\right\}$ and $\gamma$ constant we show that $G$ has no eigenvalues so the Weyl formula concerns only the incoming resonances.
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## 1. Introduction

Let $K \subset \mathbb{R}^{d}, d \geq 3$, $d$ odd, be a bounded non-empty domain with $C^{\infty}$ strictly convex boundary $\Gamma$. Let $\Omega=\mathbb{R}^{d} \backslash \bar{K}$ be connected and $K \subset\left\{x \in \mathbb{R}^{d}:|x|<\rho_{0}\right\}$. Consider the boundary problem

$$
\left\{\begin{array}{l}
u_{t t}-\Delta_{x} u=0 \text { in } \mathbb{R}_{t}^{+} \times \Omega  \tag{1.1}\\
\partial_{\nu} u-\gamma(x) \partial_{t} u=0 \text { on } \mathbb{R}_{t}^{+} \times \Gamma \\
u(0, x)=f_{1}, u_{t}(0, x)=f_{2}
\end{array}\right.
$$

with initial data $\left(f_{1}, f_{2}\right) \in \mathcal{H}=H^{1}(\Omega) \times L^{2}(\Omega)$. Here $\nu(x)$ is the unit outward normal at $x \in \Gamma$ pointing into $\Omega$ and $\gamma(x)>0$ is a $C^{\infty}$ function on $\Gamma$. The solution of the problem (1.1) has the form $V(t) f=e^{t G} f, t \geq 0$, where $V(t)$ is a contraction semi-group in $\mathcal{H}$ with generator

$$
G=\left(\begin{array}{ll}
0 & 1 \\
\Delta & 0
\end{array}\right)
$$

The operator $G$ has domain $\mathcal{D}$ given by the closure in the graph norm

$$
|\|f\||=\left(\|f\|_{\mathcal{H}}^{2}+\|G f\|_{\mathcal{H}}^{2}\right)^{1 / 2}
$$

of functions $f=\left(f_{1}, f_{2}\right) \in C_{(0)}^{\infty}\left(\mathbb{R}^{d}\right) \times C_{(0)}^{\infty}\left(\mathbb{R}^{d}\right)$ satisfying the boundary condition $\partial_{\nu} f_{1}-\gamma f_{2}=0$ on $\Gamma$. It is well known that the point spectrum $\sigma_{p}(G)$ of $G$ in $\mathbb{C}_{-}=\{z \in \mathbb{C}: \operatorname{Re} z<0\}$ is formed by isolated eigenvalues with finite multiplicity, $\sigma_{p}(G) \cap \mathbf{i} \mathbb{R}=\emptyset$ and $G$ has continuous spectrum $\sigma_{c}(G)=\mathbf{i} \mathbb{R}$ (see Section 8, [7]).

Notice that if $G f=\lambda f$ with $0 \neq f \in \mathcal{D}, \operatorname{Re} \lambda<0$, we have

$$
\left\{\begin{array}{l}
\left(\Delta-\lambda^{2}\right) f_{1}=0 \text { in } \Omega  \tag{1.2}\\
\partial_{\nu} f_{1}-\lambda \gamma f_{1}=0 \text { on } \Gamma
\end{array}\right.
$$

and $u(t, x)=V(t) f=e^{\lambda t} f(x)$ is a solution of (1.1) with exponentially decreasing global energy. Such solutions are called asymptotically disappearing and their existence is important for the inverse scattering problems. We refer to [11], [12], [13] for a description of the relation of asymptotically disappearing solutions to scattering theory. On the other hand, a solution $u(t, x)$ of (1.1) is called disappearing if there exists $T>0$ such that $u(t, x) \equiv 0$ for $t \geq T$. The existence of a such solution implies that the space

$$
\mathcal{H}(T)=\{u(t, x): u(t, x) \equiv 0 \text { for } t \geq T\}
$$

is infinite dimensional. Majda [8] proved that in the case $0 \leq \gamma(x)<1, \forall x \in \Gamma$ and $C^{\infty}$ boundary $\Gamma$ and in the case $\gamma(x)>1, \forall x \in \Gamma$ and real analytic boundary $\Gamma$ there are no disappearing solutions.

Let $\mathscr{S}(z): L^{2}\left(\mathbb{S}^{d-1}\right) \rightarrow L^{2}\left(\mathbb{S}^{d-1}\right)$ be the scattering operator defined in Section 3, [7] for $d$ odd. The existence of $z_{0}, \operatorname{Im} z_{0}>0$, such that $\operatorname{Ker} \mathscr{S}\left(z_{0}\right) \neq\{0\}$ implies that $\mathbf{i} z_{0} \in \sigma_{p}(G)$ (see Theorem 5.6 in [7]). Consequently, if $\sigma_{p}(G)=\emptyset$, the operator $\mathscr{S}(z)$ has trivial kernel at all regular points of $\mathscr{S}(z)$ with $\operatorname{Im} z \geq 0$. (The same property holds for the scattering operators related to Dirichlet and Neumann problems since $\mathscr{S}^{-1}(z)=\mathscr{S}^{*}(\bar{z})$ for these problems, provided that $\mathscr{S}^{-1}(z)$ exists). In [7] the energy space $\mathcal{H}$ was decomposed with three orthogonal parts

$$
\mathcal{H}=D_{-}^{a} \oplus K^{a} \oplus D_{+}^{a}, a>\rho_{0}
$$

(see Section 2 in [7] for the definition of $D_{ \pm}^{a}, K^{a}$ ). A function $f \in \mathcal{H}$ is incoming (resp. outgoing) if its component in $D_{+}^{a}$ (resp. $D_{-}^{a}$ ) vanishes. It is easy to see that if $f$ is an eigenfunction of $G$, then $f$ is incoming and the solution $u(t, x)=V(t) f$ remains incoming for all $t \geq 0$. This leads to difficulties in the inverse scattering problems.

The location in $\mathbb{C}_{-}$of the eigenvalues of $G$ has been studied in [11] improving previous results of Majda [9]. It was proved in [11] that if $K$ is the unit ball $B_{3}=\left\{x \in \mathbb{R}^{3}:|x| \leq 1\right\}$ and $\gamma \equiv 1$, the operator $G$ has no eigenvalues. For this reason we study the cases

$$
(A): \max _{x \in \Gamma} \gamma(x)<1,(B): \min _{x \in \Gamma} \gamma(x)>1
$$

The case (B) has been examined in [11] and it was proved that for every $0<$ $\varepsilon \ll 1$ and every $N \in \mathbb{N}, N \geq 1$ the eigenvalues lie in $\Lambda_{\varepsilon} \cup \mathcal{R}_{N}$, where

$$
\begin{aligned}
& \Lambda_{\varepsilon}=\left\{z \in \mathbb{C}:|\operatorname{Re} z| \leq C_{\varepsilon}\left(1+|\operatorname{Im} z|^{1 / 2+\varepsilon}\right), \operatorname{Re} z<0\right\} \\
& \mathcal{R}_{N}=\left\{z \in \mathbb{C}:|\operatorname{Im} z| \leq A_{N}(1+|\operatorname{Re} z|)^{-N}, \operatorname{Re} z<0\right\}
\end{aligned}
$$

Moreover, it was shown in [11] that for strictly convex obstacles $K$ there exists $R_{0}>0$ such that the eigenvalues lie in $\left\{z \in \mathbb{C}:|z| \leq R_{0}, \operatorname{Re} z<0\right\} \cup \mathcal{R}_{N}$. Next, for obstacles with arbitrary geometry a Weyl formula for the asymptotic of the eigenvalues lying in

$$
\mathcal{R}=\left\{\lambda \in \mathbb{C}:|\operatorname{Im} \lambda| \leq C_{1}(1+|\operatorname{Re} \lambda|)^{-2}, \operatorname{Re} \lambda \leq-C_{0} \leq-1\right\}
$$

has been established in [12]. This formula has the form

$$
\begin{array}{r}
\sharp\left\{\lambda_{j} \in \sigma_{p}(G) \cap \mathcal{R}:\left|\lambda_{j}\right| \leq r, r \geq C_{\gamma}\right\} \\
=\frac{\omega_{d-1}}{(2 \pi)^{d-1}}\left(\int_{\Gamma}\left(\gamma^{2}(x)-1\right)^{(d-1) / 2} d S_{x}\right) r^{d-1}+\mathcal{O}_{\gamma}\left(r^{d-2}\right), r \rightarrow \infty,
\end{array}
$$

$\omega_{d-1}$ being the volume of the unit ball $\left\{x \in \mathbb{R}^{d-1}:|x| \leq 1\right\}$. A similar result for the Maxwell system with dissipative boundary conditions and $\gamma(x) \neq 1, \forall x \in \Gamma$, has been proved in [13].

It is important to note that in the case (B) the properties of the exterior Dirichletto Neumann operator only in the elliptic region $\mathscr{E}$ are important (see Section 3 for the definition the hyperbolic, glancing and elliptic regions $\mathscr{H}, \mathscr{G}, \mathscr{E}$, respectively). Our analysis in [12] has similarity with that in [14], where the operator on the boundary is not invertible in some manifold included in the elliptic region. This phenomenon creates Rayleigh resonances for elasticity operator.

The analysis of the case (A) is more difficult and only some results for the location of eigenvalues are known. In [11] the previous result of Majda [9] has been improved and it was shown that the eigenvalues of $G$ for every $0<\varepsilon \ll 1$ are included in the region $\Lambda_{\varepsilon}$. By using the results in [18], it is possible to improve the eigenvalue free regions replacing $\Lambda_{\varepsilon}$ by $\left\{z \in \mathbb{C}:-A_{0} \leq \operatorname{Re} z<0\right\}$ with sufficiently large $A_{0}>0$. The same eigenvalues free region for strictly convex obstacles $K$ and $d=3$ can be obtained from Theorems 2.1 and 2.2 in [4].

The eigenvalues in the half plane $\mathbb{C}_{-}$are the poles of the meromorphic incoming resolvent $(G-\lambda)^{-1}: \mathcal{H} \rightarrow \mathcal{D}$ (see Section 2 for the definition of incoming/outgoing solutions) and the eigenfunctions are incoming (see the analysis in Chapter IV, [7]). Since $G$ has continuous spectrum on $\mathbf{i} \mathbb{R}$, it is convenient to extend the incoming resolvent. Let $R_{D}(\lambda)=\left(-\Delta_{D}+\lambda^{2}\right)^{-1}: L^{2}(\Omega) \rightarrow \mathbf{D}$ be the incoming resolvent of the Dirichlet Laplacian with domain $\mathbf{D}$ which is analytic in $\mathbb{C}_{-}$. The resolvent $R_{D}(\lambda): L^{2}(\Omega)_{c o m p} \rightarrow \mathbf{D}_{\text {loc }}$ has a meromorphic continuation in $\mathbb{C}$. The same is true for the incoming resolvent related to Neumann problem. These properties make possible to extend the incoming resolvent $(G-\lambda)^{-1}: \mathcal{H}_{c o m p} \rightarrow \mathcal{D}_{l o c}$ from $\mathbb{C}_{-}$to $\mathbb{C}$ as meromorphic function (see Section 2). The poles of this continuation in $\mathbb{C}_{+}=\{z \in \mathbb{C}: \operatorname{Re} z>0\}$ are called incoming resonances and noted by $\operatorname{Res}(G)$. If we consider the outgoing resolvent $(G-\lambda)^{-1}: \mathcal{H} \rightarrow \mathcal{D}$ which is analytic for $\operatorname{Re} \lambda>0$, we obtain the outgoing resonances as the poles of the meromorphic continuation of the outgoing resolvent $(G-\lambda)^{-1}: \mathcal{H}_{c o m p} \rightarrow \mathcal{D}_{\text {loc }}$ for $\lambda \in \mathbb{C}$. These outgoing resonances and the corresponding outgoing eigenvectors have been studied in Section 5, [7]. Moreover, $z \in \mathbb{C}_{-}$is outgoing resonance if and only if $-\mathbf{i} z$ is a pole of the scattering operator $\mathscr{S}(z)$ (see Lemma 5.2 and Lemma 5.4 in [7]).

Clearly,

$$
\left((G-\lambda)^{-1}\right)^{*}=\left(G^{*}-\bar{\lambda}\right)^{-1}=-\left(-G^{*}-(-\bar{\lambda})\right)^{-1}
$$

where $G^{*}=\left(\begin{array}{cc}0 & -1 \\ -\Delta & 0\end{array}\right)$ is the adjoint operator with domain $\mathcal{D}^{*}$ determined by the boundary condition $\partial_{\nu} f_{1}+\gamma(x) f_{2}=0$ on $\Gamma$. For for $\gamma(x) \neq 0$ we obtain $G \neq-G^{*}$ and if $w$ is an incoming resonance with resonance state $f$, then $-\bar{w}$ is not an outgoing resonance with resonance state $\bar{f}$. The incoming resolvent $(G-\lambda)^{-1}$ for $\operatorname{Re} \lambda \leq-C_{0} \ll-1$ is related to the problem (1.1) in $\mathbb{R}_{t}^{-} \times \Omega$, while the outgoing one is related to (1.1). Changing the time $t=-s$, the problem in $\mathbb{R}_{t}^{-} \times \Omega$ is transformed
in

$$
\left\{\begin{array}{l}
u_{t t}-\Delta_{x} u=0 \text { in } \mathbb{R}_{t}^{+} \times \Omega  \tag{1.3}\\
\partial_{\nu} u+\gamma(x) \partial_{t} u=0 \text { on } \mathbb{R}_{t}^{+} \times \Gamma \\
u(0, x)=f_{1}, u_{t}(0, x)=f_{2}
\end{array}\right.
$$

The above problem for $0<\gamma(x)$ is not $L^{2}$ well posed (see for instance, Theorem 1 and Corollary 1 in [9]), while for $0<\gamma(x)<1$ the problem (1.3) is $C^{\infty}$ well posed with loss of regularity (see [4], [5]). This leads to difficulties if we wish to develop a scattering theory related to (1.3) and to obtain a relation of the incoming resonances with the poles of a suitable scattering operator.

Let $c_{0}=\min _{x \in \Gamma} \gamma(x), c_{1}=\max _{x \in \Gamma} \gamma(x)$. Introduce the set

$$
\Lambda:=\left\{z \in \mathbb{C}:|\operatorname{Re} z| \leq C_{2}(1+|\operatorname{Im} z|)^{-2},|\operatorname{Im} z| \geq A_{2}>1\right\}
$$

In this paper we obtain sharper results for the location of eigenvalues and incoming resonances for strictly convex obstacles. Our first result is the following

Theorem 1.1. Let $K$ be strictly convex obstacle and let $0<\gamma(x)<1, \forall x \in \Gamma$. There exists $R_{0}>0$ and $A_{2} \gg 1$ depending on $c_{0}$ and $c_{1}$ such that for every $N \in \mathbb{N}, N \geq 1$, the eigenvalues of $G$ are located in the region

$$
\left(\left\{z \in \mathbb{C}:|z| \leq R_{0}\right\} \cup \mathcal{Q}_{N}\right) \cap\{\operatorname{Re} z<0\}
$$

where

$$
\mathcal{Q}_{N}=\left\{z \in \mathbb{C}:|\operatorname{Re} z| \leq B_{N}(1+|\operatorname{Im} z|)^{-N},|\operatorname{Im} z| \geq A_{2}\right\}
$$

Moreover, the incoming resonances lying in $\Lambda$ are located in

$$
\left(\left\{z \in \mathbb{C}:|z| \leq R_{0}\right\} \cup \mathcal{Q}_{N}\right) \cap\{\operatorname{Re} z>0\}
$$

The constants $R_{0}, A_{2}$ are very large. In particular, in Section 4 we show that we must take

$$
A_{2} \geq \frac{1}{\min \left\{c_{0}^{2}, \frac{\sqrt{1-c_{1}^{2}}}{2}\right\}}
$$

hence $A_{2} \nearrow+\infty$ when either $c_{0} \searrow 0$ or $c_{1} \nearrow 1$. This is natural since for Neumann problem $(\gamma \equiv 0)$ we have no eigenvalues of $G$ and all incoming resonances are in a half plane $\{\operatorname{Re} z>a>0\}$, while for the ball $B_{3}=\left\{x \in \mathbb{R}^{3},|x| \leq 1\right\}$ and $\gamma \equiv 1$ there are no eigenvalues. The above theorem is similar to Theorem 2.1 in [11] concerning the case $\gamma(x)>1, \forall x \in \Gamma$. On the other hand, for the ball $B_{3}$ and $0<\gamma<1, \gamma \equiv$ const in Appendix we show that $\sigma_{p}(G)=\emptyset$. We conjecture that the same is true for $0<\gamma(x)<1, \forall x \in \Gamma$ and strictly convex obstacles $K$ and hope to study this question in a further work. The statement of Theorem 1.1 concerns only the incoming resonances $z \in \Lambda$ and the distribution of the these resonances outside $\Lambda$ is an open problem.

To study the distribution of eigenvalues and incoming resonances we generalise in Proposition 2.2 the result in [11] and prove a trace formula involving extended incoming resolvent $(G-\lambda)^{-1}: \mathcal{H}_{c o m p} \rightarrow \mathcal{D}_{l o c}$ and integration over curves intersecting the imaginary axis. Define the multiplicity of an eigenvalue or incoming resonance $\lambda$ by

$$
\operatorname{mult}(\lambda)=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{|z-\lambda|=\varepsilon}(\lambda-G)^{-1} d z
$$

where $0<\varepsilon \ll 1$ is sufficiently small. In this paper we establish a Weyl asymptotic for the eigenvalues and incoming resonances in $\Lambda$.

Theorem 1.2. Let $K$ be strictly convex and let $0<\gamma(x)<1, \forall x \in \Gamma$. Then the counting function of the eigenvalues and incoming resonances of $G$ lying in $\Lambda$ and taken with their multiplicities has the asymptotic

$$
\begin{array}{r}
\sharp\left\{\lambda_{j} \in\left(\sigma_{p}(G) \cup \operatorname{Res}(G)\right) \cap \Lambda,\left|\lambda_{j}\right| \leq r, r \geq C_{\gamma}\right\} \\
=\frac{2 \omega_{d-1}}{(2 \pi)^{d-1}}\left(\int_{\Gamma}\left(1-\gamma^{2}(x)\right)^{(d-1) / 2} d S_{x}\right) r^{d-1}+\mathcal{O}_{\gamma}\left(r^{d-2}\right), r \rightarrow \infty, \tag{1.4}
\end{array}
$$

$\omega_{d-1}$ being the volume of the unit ball $\left\{x \in \mathbb{R}^{d-1}:|x| \leq 1\right\}$.
The constant $C_{\gamma}$ depends on $\gamma$ and $C_{\gamma} \nearrow+\infty$ when either $c_{0} \searrow 0$ or $c_{1} \nearrow 1$. The eigenvalues and incoming resonances are symmetric with respect to real axis and this explains the factor 2 in (1.4). If the conjecture for the absence of eigenvalues of $G$ is true, the asymptotic (1.4) will concern only the incoming resonances. In this direction our result will be similar to that in [14] dealing with Weyl asymptotic of Rayleigh resonances. In particular, for the ball $B_{3}$ and $\gamma$ constant (1.4) implies the existence of incoming resonances lying in a small neighborhood of the imaginary axis. The location of the outgoing resonances is different and it is possible to show that for non trapping obstacles the outgoing resonances in $\mathbb{C}_{-}$are in a region bounded by logarithmic curves. The operator $\mathbf{i} G$ is not self adjoint but the proof of Theorem 4.43 in [2] can be modified to cover this case by using the representation of the outgoing resolvent

$$
(G-\lambda)^{-1}=-\int_{0}^{\infty} e^{-\lambda t} V(t) d t, \operatorname{Re} \lambda>0
$$

The existence of incoming resonances $z_{j}$ with $\operatorname{Re} z_{j} \searrow 0$ is related to the loss of exponential decay of the solutions of (1.3). Ikawa [5] studied the exponential decay for the problem (1.3) with boundary condition

$$
\partial_{\nu} u+\gamma(x) \partial_{t} u+d(x) u=0 \text { on } \mathbb{R}_{t}^{+} \times \Gamma
$$

assuming $\gamma(x)<1$ and $d(x) \leq-d_{0}<0, \forall x \in \Gamma$ with large $d_{0}>0$. In our case we have $d(x) \equiv 0$ and the existence of incoming resonances close to $\mathbf{i} \mathbb{R}$ for $B_{3}$ implies that a such decay of solutions is not possible. It is interesting to study this open problem for general strictly convex obstacles.

Our approach is based on the following ideas. The behaviour of the exterior Dirichlet-to-Neumann operator $N(\lambda), \lambda \in \Lambda$ for $\Delta-\lambda^{2}$ in the hyperbolic region $\mathscr{H}$ is crucial for our analysis (see section 2 for the definition of $N(\lambda)$ ). Setting $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}, 0<h \ll 1$, we are going to study the Dirichlet problem (2.12) and the corresponding semi-classical Dirichlet-to-Neumann operator $\mathcal{N}(z, h)$ for $z=$ $1+\mathrm{iIm} z$ and $-c h|\log h| \leq \operatorname{Im} z \leq h^{\varepsilon}, c>0$ (see Section 2). A semi-classical parametrix for $\mathcal{N}(z, h)$ and $|\operatorname{Im} z| \leq h^{2 / 3}$ has been constructed in [15]. We need a more precise information for the parametrix in $\mathscr{H}$ and for this purpose we present in subsection 3.1 a construction similar to that in Section 4, [20]. The trace formula (2.7) can be transformed into (2.9) with integration with respect to complex semiclassical parameter $\tilde{h}=\frac{\mathbf{i}}{\lambda}, 0<\operatorname{Re} \tilde{h} \ll 1$. For the analysis in Sections 5 and 6 we need a parametrix $\tilde{T}_{N}(\tilde{h})$ for the operator $\tilde{\mathcal{N}}(\tilde{h})$ related to the problem (3.14) in $\mathscr{H}$ which depends holomorphically of $\tilde{h} \in L$. Here

$$
L=\left\{\tilde{h} \in \mathbb{C}:|\operatorname{Im} \tilde{h}| \leq C_{0}|\tilde{h}|^{2}, 0<\operatorname{Re} \tilde{h} \leq h_{0}\right\}
$$

To do this, we make another construction in subsection 3.2 following that in Appendix A. 2 in [16].

The location of eigenvalues and incoming resonances in $\Lambda$ is studied in Section 4. The idea is to prove that the eigenfunction or resonances states are supported in the hyperbolic region $\mathscr{H}$. The proof is technically complicated. An eigenfunction/incoming resonance state $f$ of $G$ satisfies the equation

$$
\begin{equation*}
(N(z, h)-\sqrt{z} \gamma(x)) f=0 \tag{1.5}
\end{equation*}
$$

We use a microlocal partition of unity $f=Q_{\delta}^{-} f+Q_{\delta}^{0} f+Q_{\delta}^{+} f$ with $h$-pseudodifferential operators $Q_{\delta}^{+}, Q_{\delta}^{-}, Q_{\delta}^{0}$ having symbols supported in the regions $\mathscr{E}, \mathscr{H}, \mathscr{G}$, respectively. Here $0<\delta \ll c_{0}^{2}$ depends of $c_{0}$. By using (1.5) and the parametrix for $\mathcal{N}(z, h) Q_{\delta}^{+}$and $\mathcal{N}(z, h) Q_{\delta}^{(0)}$ constructed in [18], [20], [21], [15], we show in subsections 4.1 and 4.2 that for small $\delta$ and $h$ we have $Q_{\delta}^{+} f=Q_{\delta}^{0} f=0$. This makes possible to reduce (1.5) to $(N(z, h)-\sqrt{z} \gamma(x)) Q_{\delta}^{-} f=0$. For the last equation we exploit the equality $\operatorname{Im}\left((\mathcal{N}(1, h)-\gamma) Q_{\delta}^{-} f, Q_{\delta}^{-} f\right)=0$ and apply a Taylor expansion with respect to $\operatorname{Im} z$ combined with the approximation of $\mathcal{N}(z, h) Q_{\delta}^{-}$by the parametrix $T_{N}(z, h) Q_{\delta}^{-}$constructed in subsection 3.1. Our argument is similar to that used in [18], [11] for the eigenvalues free regions created by the characteristic set of $N(z, h)-\sqrt{z} \gamma(x)$ in $\mathscr{E}$.

To obtain a Weyl formula, we are inspired by the strategy in [14] (see also [12], [13]). To do this, in Section 5 we introduce a suitable self-adjoint operator $P(h), 0<h \leq h_{0}$, and study the eigenvalues of $P(h)$. We extend $P(h)$ as an operator $P(\tilde{h})$ which is holomorphic with respect to $\tilde{h} \in L$ with $\operatorname{Re} \tilde{h}=h$. For this purpose we modify outside $\mathscr{H}$ the parametrix $-\tilde{T}_{N}(\tilde{h})$ constructed in subsection 3.2 and holomorphic of $\tilde{h} \in L$ and consider

$$
P(\tilde{h}):=-\tilde{T}_{N}(\tilde{h}) \tilde{A}_{0}(\tilde{h})+\gamma(x)+\left(I d-\tilde{A}_{0}(\tilde{h})\right) O p\left(\sqrt{1+\tilde{h}^{2} r_{0}}\right)
$$

Here the operator $\tilde{A}_{0}(\tilde{h})$ is chosen to be holomorphic in $L$ and for $\operatorname{Re} \tilde{h}=h$ the classical principal symbol of $P(h)$ becomes
$p_{1}=-\sqrt{1-h^{2} r_{0}\left(x^{\prime}, \xi^{\prime}\right)}\left(1-\beta\left(h^{2} r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right)+\gamma\left(x^{\prime}\right)+\beta\left(h^{2} r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right) \sqrt{1+h^{2} r_{0}\left(x^{\prime}, \xi^{\prime}\right)}\right.$, where $r_{0}\left(x^{\prime}, \xi^{\prime}\right)$ is the principal symbol of the Laplace-Beltrami operator $-\left.\Delta\right|_{\Gamma}$ induced on $\Gamma$. The function $\beta(t) \in C^{\infty}(\mathbb{R}:[0,1])$ defined in subsection 4.3 has the properties: $\beta(t)=0$ for $t \leq 1-\delta, \beta(t)=1$ for $t \geq 1-\delta / 2, \beta^{\prime}(t) \geq 0, \forall t \in \mathbb{R}$, with $\delta=\frac{c_{0}^{2}}{2}$. Our modification cut the contributions from glancing and elliptic regions. Moreover, the set

$$
\begin{equation*}
\mathcal{E}=\left\{\left(x^{\prime}, \xi^{\prime}\right): p_{1}\left(x^{\prime}, \xi^{\prime}\right) \leq 0\right\} \Longleftrightarrow\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\gamma^{2}\left(x^{\prime}\right)\right\} \subset \mathscr{H} \tag{1.6}
\end{equation*}
$$

is independent of the choice of $\delta$ and $\beta$ and the same is true for the characteristic set $\Sigma:=\left\{\left(x^{\prime}, \xi^{\prime}\right): p_{1}\left(x^{\prime}, \xi^{\prime}\right)=0\right\}$ (see (5.7)). In Proposition 5.1 we establish the positivity of the operator $h \frac{d P(h)}{d h}$, choosing $h=o\left(\left(1-c_{1}^{2}\right)\right)$. Next our argument is similar to that applied in [14], [12], [13]. We introduce the eigenvalues

$$
\mu_{1}(h) \leq \mu_{2}(h) \leq \ldots \leq \mu_{k}(h) \leq \ldots
$$

of $P(h)$ for $0<h \leq h_{0}$. In Section 6 the trace formula for $P(\tilde{h})$ given in Proposition 6.2 and the trace formula (2.9) are compared. By using the choice of $P(\tilde{h})$, we show that these trace formulas differ by negligible term. Thus the problem is reduced to count for $0<r^{-1} \leq h_{0}$ the number of the negative eigenvalues $\mu_{k}\left(r^{-1}\right)$ of $P\left(r^{-1}\right)$. As in [14], [12], this number is given by (6.12) and we obtain the asymptotic (1.4).

Our arguments with some modification can be applied to cover the case of even dimension $d$.
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## 2. Preliminaries

In this section we collect some facts from [11], [12] and we prove a trace formula involving the extended incoming resolvent $(G-\lambda)^{-1}: \mathcal{H}_{\text {comp }} \rightarrow \mathcal{D}_{\text {loc }}$. The results in this section hold for non trapping obstacles. For $\lambda \in \mathbb{C}$ introduce the exterior Dirichlet-to-Neumann map

$$
N(\lambda):\left.H^{s}(\Gamma) \ni f \longrightarrow \partial_{\nu} u\right|_{\Gamma} \in H^{s-1}(\Gamma)
$$

where $u=K(\lambda) f$ is the solution of the problem

$$
\left\{\begin{array}{l}
\left(-\Delta+\lambda^{2}\right) K(\lambda) f=0 \text { in } \Omega  \tag{2.1}\\
K(\lambda) f=f \text { on } \Gamma \\
K(\lambda) f: \lambda-\text { incoming. }
\end{array}\right.
$$

A function $u(x)$ is $\lambda$-outgoing ( $\lambda$-incoming) if there exists $R>\rho_{0}$ and $g \in$ $L_{\text {comp }}^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
u(x)=R_{0}^{ \pm}(\lambda) g,|x| \geq R
$$

where $R_{0}^{ \pm}(\lambda)=\left(-\Delta_{0}+\lambda^{2}\right)^{-1}$ is the outgoing $(+)$ (incoming (-)) resolvent of the free Laplacian $-\Delta_{0}$ in $\mathbb{R}^{d}$. The resolvents $R_{0}^{ \pm}(\lambda)$ are analytic in $\mathbb{C}$ for $d$ odd and they have kernels

$$
R_{0}^{ \pm}(\lambda, x, y)=\left.\frac{(-1)^{(d-1) / 2}}{2(2 \pi)^{(d-1) / 2}}\left(\frac{1}{r} \partial_{r}\right)^{(d-3) / 2}\left(\frac{e^{\mp \lambda r}}{r}\right)\right|_{r=|x-y|}
$$

Remark 2.1. Our definition of outgoing/incoming solutions coincides with that in Chapter IV, [6]. Setting $\lambda=\mathbf{i} \mu$, we see that the incoming resolvent $R_{0}^{-}(\mathbf{i} \mu)=$ $\left(-\Delta_{0}-\mu^{2}\right)^{-1}$ for $\operatorname{Im} \mu>0$ is bounded form $L^{2}\left(\mathbb{R}^{d}\right)$ to $L^{2}\left(\mathbb{R}^{d}\right)$, hence $R_{0}^{-}(\mathbf{i} \mu)$ becomes the outgoing resolvent defined in Section 3.1, [2]. Throughout our exposition the incoming resolvents are outgoing ones in the sense of [3], [16], [2].

It is clear that if $G\left(f_{1}, f_{2}\right)=\lambda\left(f_{1}, f_{2}\right)$ with $\operatorname{Re} \lambda<0$, then $f_{1} \in H^{2}(\Omega)$ is $\lambda$ incoming solution of $\left(-\Delta+\lambda^{2}\right) f_{1}=0$. In particular, the incoming eigenvectors defined in Section 5, [7] are the eigenfunctions of $G$.

Let $R_{D}(\lambda)=\left(-\Delta_{D}+\lambda^{2}\right)^{-1}$ be the incoming resolvent of the Dirichlet Laplacian $\Delta_{D}$ in $\Omega$ with domain $\mathbf{D}=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ which is analytic for $\lambda \in \mathbb{C}_{-}$. Let
$\mathbf{D}_{l o c}=\left\{u \in L_{l o c}^{2}(\Omega): \chi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), \chi(x) \equiv 1\right.$ in a neighborhood of $\left.\bar{K} \Rightarrow \chi u \in \mathbf{D}\right\}$.
For $d$ odd the incoming resolvent has meromorphic extension

$$
R_{D}(\lambda): L_{c o m p}^{2}(\Omega) \rightarrow \mathbf{D}_{l o c}
$$

from $\mathbb{C}_{-}$to $\mathbb{C}$. The solution of the problem (2.1) with $f \in H^{3 / 2}(\Gamma)$ has the form

$$
\begin{equation*}
u=e(f)+R_{D}(\lambda)\left(\left(\Delta-\lambda^{2}\right)(e(f))\right. \tag{2.2}
\end{equation*}
$$

where $e(f): H^{3 / 2}(\Gamma) \ni f \rightarrow e(f) \in H_{\text {comp }}^{2}(\Omega)$ is an extension operator. Clearly, we may find $\left.\partial_{\nu} u\right|_{\Gamma}$ by applying (2.2).

For non trapping obstacles and $d$ odd $R_{D}(\lambda)$ is analytic in

$$
\Lambda_{0}=\left\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<C_{0} \log |\operatorname{Im} \lambda|,|\operatorname{Im} \lambda| \geq C_{1}>1\right\}, C_{0}>0
$$

and from (2.2) we deduce that operator $N(\lambda)$ is analytic in the same domain. Moreover, for non trapping obstacles the Laplacian with Neumann boundary conditions has no resonances in $\Lambda_{0}$ with suitable positive constants $C_{0}, C_{1}$ and this implies the analyticity of $N(\lambda)^{-1}$.

Going back to the problem (1.2), we write for $\lambda \in \Lambda_{0}$ the boundary condition as

$$
\begin{equation*}
\mathcal{C}(\lambda) v:=(N(\lambda)-\lambda \gamma) v=N(\lambda)\left(I d-N(\lambda)^{-1} \lambda \gamma\right) v=0, v=\left.f_{1}\right|_{\Gamma} \in H^{3 / 2}(\Gamma) \tag{2.3}
\end{equation*}
$$

For $\lambda \in \Lambda_{0}$ the operator $\mathcal{C}(\lambda): H^{s}(\Gamma) \rightarrow H^{s-1}(\Gamma)$ has the same singularities as $N(\lambda)$. On the other hand, $N(\lambda)^{-1}: H^{s}(\Gamma) \rightarrow H^{s+1}(\Gamma)$ is compact operator and $\mathcal{C}\left(\lambda_{0}\right)$ is invertible for some $\lambda_{0}$. Applying analytic Fredholm theorem (see [11], [12]), the operator $\mathcal{C}(\lambda)$ is a meromorphic operator valued function for $\lambda \in \Lambda_{0}$. Here and below a meromorphic operator valued function $B(z)$ means that $B(z)$ have Laurent expansion with finite number negative powers of $z$ and coefficients having finite rank.

For the resolvent $(\lambda-G)^{-1}: \mathcal{H} \rightarrow \mathcal{D}, \lambda \notin \sigma_{p}(G), \operatorname{Re} \lambda<0$ we proved in [11] the following trace formula.

Proposition 2.1. Let $\omega \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<0\}$ be a closed positively oriented curve without self intersections. Assume that $\mathcal{C}(\lambda)^{-1}$ has no poles on $\omega$. Then

$$
\begin{equation*}
\operatorname{tr}_{\mathcal{H}} \frac{1}{2 \pi \mathbf{i}} \int_{\omega}(\lambda-G)^{-1} d \lambda=\operatorname{tr}_{H^{1 / 2}(\Gamma)} \frac{1}{2 \pi \mathbf{i}} \int_{\omega} \mathcal{C}(\lambda)^{-1} \frac{\partial \mathcal{C}}{\partial \lambda}(\lambda) d \lambda \tag{2.4}
\end{equation*}
$$

The left hand term in (2.4) is equal to the number of the eigenvalues of $G$ in the domain $\mathcal{U}$ bounded by $\omega$ counted with their multiplicities. It is clear that $\lambda \in \mathbb{C}_{-}$ is an eigenvalues of $G$ if there exists a function $0 \neq f \in H^{3 / 2}(\Gamma)$ such that

$$
\begin{equation*}
\mathcal{C}(\lambda)=N(\lambda) f-\lambda \gamma(x) f=0 \tag{2.5}
\end{equation*}
$$

Since $G$ has continuous spectrum on $\mathbf{i} \mathbb{R}$ (see Section 8, [7]), we cannot extend the trace formula (2.4) with the resolvent $(\lambda-G)^{-1}$ for curves intersecting the imaginary axis. To do this, we extend below the incoming resolvent.

For $d$ odd, $R_{D}(\lambda): L_{\text {comp }}^{2}(\Omega) \rightarrow \mathbf{D}_{\text {loc }}, N(\lambda)^{-1}$ and $\mathcal{C}(\lambda)$ are meromorphic operator valued functions in $\mathbb{C}$. By using (2.3) and meromorphic Fredholm theorem, we conclude that $\mathcal{C}(\lambda)^{-1}$ will be meromorphic in $\mathbb{C}$. If $R_{D}(\lambda)$ and $N(\lambda)^{-1}$ are analytic in some domain $\mathcal{V} \subset \mathbb{C}$, we can apply the analytic Fredholm theorem to obtain that $\mathcal{C}(\lambda)^{-1}$ is meromorphic for $\lambda \in \mathcal{V}$. In particular, for non trapping obstacles there exists $a>0$ such that $R_{D}(\lambda): L_{\text {comp }}^{2}(\Omega) \rightarrow \mathbf{D}_{l o c}$ and $N(\lambda)^{-1}$ are analytic for $\operatorname{Re} \lambda<a$ and for strictly convex obstacles $K$ this statement holds. It is easy to see that we can extend the incoming resolvent $(G-\lambda)^{-1}, \lambda \notin \sigma_{p}(G), \operatorname{Re} \lambda<0$ as meromorphic function $(G-\lambda)^{-1}: \mathcal{H}_{\text {comp }} \rightarrow \mathcal{D}_{\text {loc }}$ for $\lambda \in \mathbb{C}$, where

$$
\begin{gathered}
\mathcal{D}_{l o c}=\left\{u \in \mathcal{H}_{l o c}, \chi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right), \chi(x) \equiv 1 \text { in a neighborhood of } \bar{K} \Rightarrow \chi u \in \mathcal{D}\right\} \\
\text { Let }\binom{u}{w}=(G-\lambda)^{-1}\binom{f}{g} \text { with }(f, g) \in \mathcal{H}_{c o m p} . \text { For } \lambda \in \mathbb{C}_{-} \text {we have } w=\lambda u+f, \\
u=-R_{D}(\lambda)(g+\lambda f)+K(\lambda) q
\end{gathered}
$$

with $q=\left.u\right|_{\Gamma}$ and $K(\lambda) q$ determined by (2.1). From the boundary condition

$$
\left.\partial_{\nu}\left[-R_{D}(\lambda)(g+\lambda f)+K(\lambda) q\right]\right|_{\Gamma}-\lambda \gamma q-\left.\gamma f\right|_{\Gamma}=0
$$

one gets

$$
q=\mathcal{C}(\lambda)^{-1}\left[\left.\partial_{\nu}\left(R_{D}^{+}(\lambda)(g+\lambda f)\right)\right|_{\Gamma}+\left.\gamma f\right|_{\Gamma}\right]
$$

provided that $\mathcal{C}(\lambda)^{-1}$ exists. Thus we obtain

$$
\begin{equation*}
u=-R_{D}(\lambda)(g+\lambda f)+K(\lambda) \mathcal{C}(\lambda)^{-1}\left[\left.\partial_{\nu}\left(R_{D}(\lambda)(g+\lambda f)\right)\right|_{\Gamma}+\left.\gamma f\right|_{\Gamma}\right] \tag{2.6}
\end{equation*}
$$

The operator $\mathcal{C}(\lambda)^{-1}$ has meromorphic extension and

$$
R_{D}(\lambda): L_{c o m p}^{2}(\Omega) \rightarrow \mathbf{D}_{l o c}, K(\lambda): H^{3 / 2}(\Gamma) \rightarrow \mathbf{D}_{l o c}
$$

are meromorphic operator valued functions. Consequently, $(u, w) \in \mathcal{D}_{l o c}$ yields a meromorphic extension of the incoming resolvent $(G-\lambda)^{-1}\binom{f}{g}$. We call incoming resonances the poles $z, \operatorname{Re} z \geq 0$ of this incoming resolvent and denote them by $\operatorname{Res}(G)$. Similarly, we can define the outgoing resonances as the poles $w, \operatorname{Re} w \leq 0$, of the meromorphic continuation of the outgoing resolvent $(G-\lambda)^{-1}: \mathcal{H}_{c o m p} \rightarrow \mathcal{D}_{\text {loc }}$ which is analytic for $\operatorname{Re} w>0$ and meromorphic for $\operatorname{Re} w \leq 0$.

Now assume that $a>0$ is such that $R_{D}(\lambda): L_{\text {comp }}^{2}(\Omega) \rightarrow \mathbf{D}_{l o c}$ and $N(\lambda)^{-1}$ are analytic for $\operatorname{Re} \lambda<a$. This implies that $K(\lambda)$ is also analytic for $\operatorname{Re} \lambda<a$. Let $\zeta \subset\{z \in \mathbb{C}: \operatorname{Re} z<a\}$ be closed positively oriented curve without self intersections such that $\mathcal{C}(\lambda)^{-1}$ has no poles on $\zeta$. Let $(f, g) \in \mathcal{H}_{c o m p}$ and let $\varphi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ is chosen so that $\varphi \equiv 1$ on $\operatorname{supp} f \cup \operatorname{supp} g$. From (2.6) we give

$$
\begin{gathered}
\varphi u=-\varphi R_{D}(\lambda)(g+\lambda f)+\varphi K(\lambda) \mathcal{C}(\lambda)^{-1}\left[\left.\partial_{\nu}\left(R_{D}(\lambda)(g+\lambda f)\right)\right|_{\Gamma}+\left.\gamma f\right|_{\Gamma}\right] \\
\varphi w=\lambda \varphi u+f .
\end{gathered}
$$

Since $\varphi R_{D}(\lambda)(g+\lambda f)$ is analytic for $\operatorname{Re} \lambda<a$, the integral over $\zeta$ of this term vanishes and

$$
\begin{gathered}
\binom{f}{g} \rightarrow \int_{\zeta} \varphi(G-\lambda)^{-1}\binom{f}{g} d \lambda=\int_{\zeta}\binom{\varphi u}{\varphi w} d \lambda \\
=\int_{\zeta} \varphi\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)\binom{f}{g} d \lambda
\end{gathered}
$$

By the cyclicity of the trace the factor $\varphi$ can be transferred to the right and the trace of above operator becomes

$$
\begin{gathered}
\operatorname{tr} \int_{\zeta}\left(A_{11}+A_{22}\right) d \lambda=\left.\operatorname{tr} \int_{\zeta} K(\lambda) \mathcal{C}(\lambda)^{-1}\left[\partial_{\nu} R_{D}(\lambda) 2 \lambda+\gamma\right]\right|_{\Gamma} d \lambda \\
=\operatorname{tr} \int_{\zeta} \mathcal{C}(\lambda)^{-1}\left(\left.\partial_{\nu}\left(R_{D}(\lambda) 2 \lambda K(\lambda)\right)\right|_{\Gamma}+\gamma\right) d \lambda
\end{gathered}
$$

In the last equality we used the fact that $K(\lambda)$ is analytic and following Lemma 2.2 in [14] we can transfer $K(\lambda)$ to the right. Since

$$
\left(-\Delta+\lambda^{2}\right) \frac{\partial K(\lambda)}{\partial \lambda}=-2 \lambda K(\lambda),\left.\frac{\partial K(\lambda)}{\partial \lambda}\right|_{\Gamma}=0
$$

one deduces

$$
\left.\partial_{\nu}\left(R_{D}(\lambda) 2 \lambda K(\lambda)\right)\right|_{\Gamma}=-\frac{\partial N(\lambda)}{\partial \lambda}
$$

Thus we obtain

Proposition 2.2. Let $a>0$ and let $\zeta \subset\{z \in \mathbb{C}: \operatorname{Re} z<a\}$ be closed positively oriented curve without self intersections such that the incoming resolvent $R_{D}(\lambda)$ : $L_{\text {comp }}^{2}(\Omega) \rightarrow \mathbf{D}_{\text {loc }}$ and $N(\lambda)^{-1}$ are analytic for $\operatorname{Re} \lambda<a$. Assume that there are no poles of $\mathcal{C}(\lambda)^{-1}$ on $\zeta$. Then the extended incoming resolvent $(\lambda-G)^{-1}: \mathcal{H}_{\text {comp }} \rightarrow$ $\mathcal{D}_{\text {loc }}$ satisfies

$$
\begin{equation*}
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\zeta}(\lambda-G)^{-1} d \lambda=\operatorname{tr}_{H^{1 / 2}(\Gamma)} \frac{1}{2 \pi \mathbf{i}} \int_{\zeta} \mathcal{C}(\lambda)^{-1} \frac{d \mathcal{C}(\lambda)}{d \lambda} d \lambda \tag{2.7}
\end{equation*}
$$

It is clear that if the resolvent $(\lambda-G)^{-1}: \mathcal{H}_{\text {comp }} \rightarrow \mathcal{D}_{\text {loc }}$ has a pole at $\lambda_{0}$, then $\mathcal{C}(\lambda)^{-1}$ must have a pole at $\lambda_{0}$. From (2.3) this means that $\left(\operatorname{Id}-N(\lambda)^{-1} \lambda \gamma\right)^{-1}$ has a pole at $\lambda_{0}$. The fact that $N(\lambda)^{-1}$ is compact implies that for some $f \in H^{3 / 2}(\Gamma)$ we have

$$
\left(I d-N\left(\lambda_{0}\right)^{-1} \lambda_{0} \gamma\right) f=0
$$

hence $\mathcal{C}\left(\lambda_{0}\right) f=0$. Choosing an incoming solution of (2.1) with Dirichlet data $f$, from the last condition we obtain the existence of a solution $v \in \mathcal{D}_{l o c}$ of the problem

$$
\left\{\begin{array}{l}
\left(-\Delta+\lambda_{0}^{2}\right) v=0 \text { in } \Omega  \tag{2.8}\\
\partial_{\nu} v-\lambda_{0} \gamma(x) v=0 \text { on } \Gamma \\
v: \lambda_{0}-\text { incoming } .
\end{array}\right.
$$

If $v \in \mathcal{D}, \lambda_{0}$ is an eigenvalues of $G$. If $v \notin \mathcal{D}$, we obtain an incoming resonance $\lambda_{0}$ and a resonance state $v \in \mathcal{D}_{l o c}$ for which $\left(G-\lambda_{0}\right) v=0$ in the sense of distributions. In conclusion, the left hand side of (2.7) is equal to the sum of the multiplicities of the eigenvalues and the incoming resonances of $G$ included in the domain $\mathcal{U}$ bounded by $\zeta$.

It is easy to examine the case $\lambda \in \mathbf{i} \mathbb{R}$. First, let $\lambda_{0} \in \mathbf{i} \mathbb{R}, \lambda_{0} \neq 0$ and let $v$ be an incoming solution of (2.8). Write $v=\psi v+(1-\psi) v$ with a function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, equal to 1 in a neighborhood of $\bar{K}$. Then $\left(-\Delta+\lambda_{0}^{2}\right)((1-\psi) v)=F \in L^{2}\left(\mathbb{R}^{d}\right)$ with $F=0$ for $|x|>a_{0}$ and some $a_{0}>0$. Since $(1-\psi) v$ is incoming, by Corollary 4.3 in [6] (see also Theorem 4.17 in [2], where outgoing solutions are incoming ones in our sense), we deduce $(1-\psi) v=0$ for $|x|>a_{0}$ and this yields $v \in \mathcal{D}$. The operator $G$ has no eigenvalues on $\mathbf{i} \mathbb{R}$, hence $v=0$. We will use this result in the proof of Proposition A. 4 in Appendix. Second, let $\lambda_{0}=0$. Then $\Delta v=0$ and $\left.\partial_{\nu} v\right|_{\Gamma}=0$. Since $v$ is incoming, we have $v=\mathcal{O}\left(r^{2-d}\right), \partial_{r} v=\mathcal{O}\left(r^{1-d}\right)$ as $|x|=r \rightarrow \infty$. Applying the proof of Theorem 4.19 in [2], we conclude that $v=0$.

For the analysis in Section 5 it is convenient to replace $\mathcal{C}(\lambda)$ by the operator $-\mathcal{C}(\lambda)=-N(\lambda)+\lambda \gamma$ and write $(2.7)$ with $-\mathcal{C}(\lambda)$. Next setting $\tilde{\mathcal{C}}(\lambda)=-\frac{N(\lambda)}{\lambda}+\gamma$, for contour $\zeta$ and domain $\mathcal{U}$ not including 0 , we obtain

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\zeta} \mathcal{C}(\lambda)^{-1} \frac{d \mathcal{C}(\lambda)}{d \lambda} d \lambda=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\zeta} \tilde{\mathcal{C}}(\lambda)^{-1} \frac{d \tilde{\mathcal{C}}(\lambda)}{d \lambda} d \lambda
$$

Now we pass to semi-classical parametrisation $\tilde{h}=\frac{\mathbf{i}}{\lambda}, 0<\operatorname{Re} \tilde{h} \ll 1$ and introduce the operator $C(\tilde{h}):=\mathbf{i} \tilde{h} \mathcal{N}\left(\tilde{\mathbf{i}}^{-1}\right)+\gamma=-\tilde{\mathcal{N}}(\tilde{h})+\gamma$. We have $\operatorname{Im} \lambda>0$ and consider a contour $\zeta \subset\{z \in \mathbb{C}: \operatorname{Im} z>0\}$. Applying the above equality, the trace formula (2.7) becomes

$$
\begin{equation*}
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\zeta}(\lambda-G)^{-1} d \lambda=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\tilde{\zeta}} C(\tilde{h})^{-1} \dot{C}(\tilde{h}) d \tilde{h}, \tag{2.9}
\end{equation*}
$$

where $\dot{C}$ denote the derivative with respect to $\tilde{h}$ and $\tilde{\zeta}$ is the curve $\tilde{\zeta}=\{z \in \mathbb{C}: z=$ $\left.\frac{\mathbf{i}}{w}, w \in \zeta\right\}$. The eigenvalues and incoming resonances are symmetric with respect to ${ }_{\underline{-}}$ real axis, since if $v$ is a solution of (2.8) with $\operatorname{Im} \lambda_{0}>0$, then $\bar{v}_{0}$ is a solution with $\bar{\lambda}_{0}$. On the other hand, according to Theorem 1.1 in [11], in the case $0<\gamma(x)<1$ for fixed $d_{0}>0$ there are only finite number eigenvalues $\lambda$ with $|\operatorname{Im} \lambda| \leq d_{0}$. Hence it is sufficient to study the eigenvalues in the half plane $\{\operatorname{Im} \lambda>0\}$. Clearly, $\operatorname{Re} \tilde{h}=\frac{\operatorname{Im} \lambda}{|\lambda|^{2}}, \operatorname{Im} \tilde{h}=\frac{\operatorname{Re} \lambda}{|\lambda|^{2}}$. For $\lambda \in \Lambda$ we obtain $|\operatorname{Im} \tilde{h}| \leq C_{1}|\tilde{h}|^{4}$ and we will work with $\tilde{h} \in L$, where

$$
\begin{equation*}
L:=\left\{\tilde{h} \in \mathbb{C}:|\operatorname{Im} \tilde{h}| \leq C_{0}|\tilde{h}|^{2}, 0<|\tilde{h}| \leq h_{0}\right\} \tag{2.10}
\end{equation*}
$$

The operator $\tilde{\mathcal{N}}(\tilde{h})$ is related to the problem

$$
\left\{\begin{array}{l}
\left(\tilde{h}^{2} \Delta+1\right) u=0 \text { in } \Omega  \tag{2.11}\\
u=f \text { on } \Gamma . \\
u-\text { incoming. }
\end{array}\right.
$$

For the analysis of the location of eigenvalues and incoming resonances in Section 4 it is more convenient to work with another parametrisation $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}$ with $z=$ $1+\mathbf{i} \operatorname{Im} z,|\operatorname{Im} z| \leq 1,0<h \leq h_{0}$ and $\operatorname{Re} \sqrt{z}>0$. Thus we have again $\operatorname{Im} \lambda>0$. The problem (2.1) becomes

$$
\left\{\begin{array}{l}
\left(-h^{2} \Delta-z\right) u=0 \text { in } \Omega  \tag{2.12}\\
u=f \text { on } \Gamma \\
u-\text { incoming. }
\end{array}\right.
$$

and we introduce the operator $\mathcal{N}(z, h) f=-\left.\mathbf{i} h \partial_{\nu} u\right|_{\Gamma}$. We have

$$
\mathcal{C}(f)=\frac{\mathbf{i}}{h}(\mathcal{N}(z, h) f-\sqrt{z} f)
$$

and the equation $\mathcal{C}(f)=0$ yields

$$
\begin{equation*}
(\mathcal{N}(z, h)-\sqrt{z}) f=0 \tag{2.13}
\end{equation*}
$$

Now we recall some definition concerning semi-classical wave fronts sets. Given a manifold $X$ with dimension $d-1$, consider $\widetilde{T^{*}(X)}=T^{*}(X) \cup S^{*}(X)$, where $S^{*}(X) \simeq\left\{(x, \infty \xi):(x, \xi) \in S^{*}(X)\right\}$. The point in $T^{*}(X)$ will be called finite and the points in $S^{*}(X)$ will be called infinite (see [1], [3], [14]). We are interested of semi-classical distributions $u(x, h) \in \mathcal{D}^{\prime}(X), 0<h \leq h_{0}$ for which

$$
\forall \chi \in C_{0}^{\infty}(X), \widehat{\mid(\chi u)}(\xi) \mid \leq C_{N} h^{-N}(1+|\xi|)^{N} \text { for some } N
$$

$\hat{u}$ being the semi-classical Fourier transform

$$
\hat{u}(\xi, h)=\int e^{-\frac{\mathrm{i}\langle x, \xi\rangle}{h}} u(x, h) d x
$$

Let $\rho=\left(x_{0}, \xi_{0}\right) \in T^{*}(X)$. Then $\rho \notin \widetilde{W F}(u)$ if there exists $\psi \in C_{0}^{\infty}(X)$ and $\zeta(\xi) \in C_{0}^{\infty}\left(\mathbb{R}^{d-1}\right)$ with $\psi\left(x_{0}\right)=1, \zeta\left(\xi_{0}\right)=1$ such that $|\zeta(\xi) \widehat{\psi u}(\xi)| \leq C_{N} h^{N}, \forall N$. Similarly, an infinite point $\rho=\left(x_{0}, \infty \xi_{0}\right) \in S^{*}(X)$ is not in $\widetilde{W F}(u)$ if there exists $\psi(x) \in C_{0}^{\infty}(X)$ with $\psi\left(x_{0}\right)=1$ such that

$$
|\widehat{\psi u}(\xi)| \leq C_{N} h^{N}(1+|\xi|)^{-N}, \forall N
$$

for all $\xi,|\xi|>C$ in some conic neighborhood of $\xi_{0}$. Next as in [14], we introduce the the space of symbols $a(x, \xi ; h) \in S^{m, k}\left(\Gamma \times \mathbb{R}^{d-1} \times\left(0, h_{0}\right]\right)$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi ; h)\right| \leq C_{\alpha, \beta} h^{-k}\langle\xi\rangle^{m-|\beta|}, \forall(x, \xi) \in \Gamma \times \mathbb{R}^{d-1}, \forall \alpha, \forall \beta
$$

Let $S_{\rho, \delta}^{m}\left(\Gamma \times \mathbb{R}^{d-1}\right)$ be the class of symbols $a(x, \xi) \in C^{\infty}\left(\Gamma \times \mathbb{R}^{d-1}\right)$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right| \leq C_{\alpha, \beta}\langle\xi\rangle^{m-\rho|\beta|+\delta|\alpha|}, \forall(x, \xi) \in \Gamma \times \mathbb{R}^{d-1}, \forall \alpha, \forall \beta
$$

and let $S_{c l}^{m, k} \subset S^{m, k}$ be the class of symbols $a(x, \xi ; h)$ having asymptotic expansion

$$
a(x, \xi ; h) \sim \sum_{j=0}^{\infty} h^{j-k} a_{j}(x, \xi)
$$

with $a_{j} \in S_{1,0}^{m-j}\left(\Gamma \times \mathbb{R}^{d-1}\right)$. Denote by $O p_{h}(a)$ the $h$-pseudo-differential operator

$$
\left(O p_{h}(a) f\right)(x)=(2 \pi h)^{-d+1} \int_{T^{*} X} e^{\mathbf{i}\langle x-y, \xi\rangle / h} a(x, \xi ; h) f(y) d y d \xi
$$

Set $S^{-\infty, \infty}=\bigcap_{m, k} S^{m, k}$ and introduce the spaces of $h$-pseudo-differential operators $L^{m, k}, L_{c l}^{m, k}$ with symbols in $S^{m, k}, S_{c l}^{m, k}$, respectively.

Passing to semi-classical wave fronts of operators $A \in L^{m, k}$, consider the compactification $\widetilde{T^{*}(\Gamma)}=T^{*}(\Gamma) \cup S^{*}(\Gamma)$. We say that $\rho=\left(x_{0}, \xi_{0}\right) \notin \widetilde{W F}(A)$ if the symbol of $A$ in a neighborhood of $\rho$ is in the class $S^{-\infty,-\infty}$. For $\rho=\left(x_{0}, \infty \xi_{0}\right) \in$ $\widetilde{T^{*}(\Gamma)} \backslash T^{*}(\Gamma)$, we have $\rho \notin \widetilde{W F}(A)$ if the symbol of $A$ is in the class $S^{-\infty,-\infty}$ in the set $\left\{(x, \xi): x \in U_{0}, \frac{\xi}{|\xi|} \in V_{0},|\xi| \geq C\right\}$ with $U_{0}, V_{0}$ being neighborhoods of $x_{0}, \xi_{0}$, respectively.

## 3. Parametrix in the hyperbolic Region

3.1. Parametrix for $\mathcal{N}(z, h)$. Throughout this and following sections we assume that the obstacle $K$ is strictly convex. In this subsection we use the parametrisation $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}, 0<h \ll 1, z=1+\mathbf{i} \theta$, while in the subsection 3.2 we will work with $\lambda=\frac{\mathbf{i}}{\tilde{h}}, \tilde{h} \in L$. Moreover, we assume that $\theta$ satisfies the inequalities

$$
-c h|\log h| \leq \theta \leq h^{\varepsilon}, c>0,0<\varepsilon \ll 1
$$

Introduce local geodesic coordinates $\left(x_{1}, x^{\prime}\right), x^{\prime} \in \mathcal{V} \subset \mathbb{R}^{d-1}$, where the boundary $\Gamma$ locally is given by $x_{1}=0$ and $x_{1}>0$ in the domain $\Omega$. In these coordinates one has

$$
-h^{2} \Delta=h^{2} D_{x_{1}}^{2}+Q\left(x, h D_{x^{\prime}}\right)+h a_{0}(x) D_{x_{1}}, D_{x_{j}}=-\mathbf{i} \partial_{x_{j}}, j=1, \ldots, d
$$

with second order operator $Q$ with symbol $Q=r_{0}\left(x^{\prime}, \xi^{\prime}\right)-x_{1} q\left(x, \xi^{\prime}\right)$. Here

$$
r_{0}\left(x^{\prime}, \xi^{\prime}\right)=\left\langle B\left(x^{\prime}\right) \xi^{\prime}, \xi^{\prime}\right\rangle \geq \alpha_{0}\left|\xi^{\prime}\right|^{2}, \alpha_{0}>0, \forall \xi \in \mathbb{R}^{d-1}
$$

and $q\left(x^{\prime}, \xi^{\prime}\right) \geq q_{0}\left|\xi^{\prime}\right|^{2}, q_{0}>0$. Define the hyperbolic $\mathscr{H}$, glancing $\mathscr{G}$ and elliptic regions $\mathscr{E}$ by

$$
\begin{aligned}
& \mathscr{H}=\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): 1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)>0\right\}, \\
& \mathscr{G}=\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): 1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)=0\right\}, \\
& \mathscr{E}=\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): 1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)<0\right\} .
\end{aligned}
$$

For $0<\delta \ll 1$ consider the function $\chi_{\delta}^{-}\left(x^{\prime}, \xi^{\prime}\right)=\psi^{-}\left(\frac{r_{0}\left(x^{\prime}, \xi^{\prime}\right)-1}{\delta}\right)$, where

$$
\psi^{-} \in C^{\infty}(\mathbb{R} ;[0,1]), \operatorname{supp} \psi^{-} \subset(-1,-\infty)
$$

and $\psi^{-}(t) \equiv 1$ for $t \leq-3 / 2$. Let $\zeta_{0}=\left(x_{0}^{\prime}, \xi_{0}^{\prime}\right) \in \operatorname{supp} \chi_{\delta}^{-}$and let $\mathcal{U}$ be a small neighborhood of $\zeta_{0}$ contained in the set $\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): 1-r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq \delta / 2\right\} \subset$ $\mathscr{H}$. Choose $\psi\left(x^{\prime}, \xi^{\prime}\right) \in C_{0}^{\infty}(\mathcal{U})$ such that $\psi=1$ in a neighborhood of $\zeta_{0}$ and introduce the symbol $\rho\left(x^{\prime}, \xi^{\prime}\right):=\sqrt{z-r_{0}\left(x^{\prime}, \xi^{\prime}\right)}$.

Our purpose is to construct a parametrix for the problem

$$
\left\{\begin{array}{l}
\left(-h^{2} \Delta-z\right) u=0, x \in \Omega  \tag{3.1}\\
u=O p_{h}\left(\chi_{\delta}^{-}\right) f, x \in \Gamma \\
u-\frac{\mathbf{i} \sqrt{z}}{h}-\text { incoming }
\end{array}\right.
$$

with $f \in L^{2}(\Gamma)$ and to obtain an approximation for the operator

$$
\mathcal{N}(z, h) O p_{h}\left(\chi_{\delta}^{-}\right) f=-\left.\mathbf{i} h \partial_{\nu} u\right|_{\Gamma}
$$

The local parametrix of (3.1) is $u_{\psi}^{-}=\Phi\left(x_{1}\right) \mathcal{K}_{\psi}^{-} f$ with

$$
\begin{equation*}
\left(\mathcal{K}_{\psi}^{-} f\right)(x)=(2 \pi h)^{-d+1} \iint e^{\frac{i}{h}\left(\left\langle y^{\prime}, \xi^{\prime}\right\rangle+\varphi\left(x, \xi^{\prime}, \theta\right)\right)} a\left(x, \xi^{\prime}, \theta, h\right) f\left(y^{\prime}\right) d y^{\prime} d \xi^{\prime} \tag{3.2}
\end{equation*}
$$

where $\Phi\left(x_{1}\right)=\chi_{0}\left(\frac{x_{1}}{\delta_{0}}\right), \chi_{0} \in C_{0}^{\infty}(\mathbb{R})$ is such that $\chi_{0}(t)=1$ for $|t| \leq \delta_{0}, \chi_{0}(t)=2$ for $|t| \geq 2,0<\delta_{0} \ll 1$. This incoming condition will be arranged later by applying incoming resolvents to local parametrix.

We follow the construction in Section 4, [20] and for convenience of the reader we present some details. The main difference with [20] is that we treat the case $-c h|\log h| \leq \theta \leq h^{\varepsilon}$ for strictly convex obstacles, while in [20] the analysis was given for $h^{1-\varepsilon} \leq \theta \leq h^{\varepsilon}$ for obstacles with arbitrary geometry. The symbol $a\left(x, \xi^{\prime}, \theta, h\right)$ will have support for $\left(x^{\prime}, \xi^{\prime}\right) \in \mathcal{U}$, so in the construction below the condition $1-$ $r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq \delta / 2$ holds. The phase $\varphi$ satisfies

$$
\begin{equation*}
\varphi_{x_{1}}^{2}+\left\langle B(x) \varphi_{x^{\prime}}, \varphi_{x^{\prime}}\right\rangle=1+\mathbf{i} \theta+\theta^{M} \mathcal{R}_{M},\left.\varphi\right|_{x_{1}=0}=-\left\langle x^{\prime}, \xi^{\prime}\right\rangle \tag{3.3}
\end{equation*}
$$

and has the form

$$
\varphi=\sum_{j=0}^{M-1}(\mathbf{i} \theta)^{j} \varphi_{j}\left(x, \xi^{\prime}\right)
$$

with real valued phase functions $\varphi_{j}$. The function $\varphi_{0}$ is a local solution of the problem

$$
\left\{\begin{array}{l}
\partial_{x_{1}} \varphi_{0}=\sqrt{1-\left\langle B(x) \nabla_{x^{\prime}} \varphi_{0}, \nabla_{x^{\prime}} \varphi_{0}\right\rangle}  \tag{3.4}\\
\left.\varphi_{0}\right|_{x_{1}=0}=-\left\langle x^{\prime}, \xi^{\prime}\right\rangle
\end{array}\right.
$$

existing for small $x_{1}$ and

$$
\left.\partial_{x_{1}} \varphi_{0}\right|_{x_{1}=0}=\sqrt{1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)}
$$

where $1-r_{0} \geq \delta / 2$. The sign of $\sqrt{1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)}$ determines the propagation of singularities in the interior of $\Omega$. The functions $\varphi_{j}, 1 \leq j \leq M-1$, satisfy the equations

$$
\sum_{j=0}^{k} \partial_{x_{1}} \varphi_{j} \partial_{x_{1}} \varphi_{k-j}+\sum_{j=0}^{k}\left\langle B(x) \nabla_{x^{\prime}} \varphi_{j} \nabla_{x^{\prime}} \varphi_{k-j}\right\rangle=\varepsilon_{k},\left.\varphi_{k}\right|_{x_{1}=0}=0,1 \leq k \leq M-1
$$

with $\varepsilon_{1}=1, \varepsilon_{k}=0, k \geq 2$ and the remainder $\mathcal{R}_{M}$ is bounded uniformly with respect to $\theta$. From the above equations with $k=1$ one obtains

$$
\begin{array}{r}
\left.\theta \partial_{x_{1}} \varphi_{1}\right|_{x_{1}=0}=\frac{\theta}{2 \sqrt{1-r_{0}}} \geq \frac{\theta}{2}, \text { for } \theta \geq 0 \\
\left.\theta \partial_{x_{1}} \varphi_{1}\right|_{x_{1}=0} \geq-\frac{c h|\log h|}{\sqrt{2 \delta}}, \text { for } \theta<0 \tag{3.6}
\end{array}
$$

This implies

$$
\left.\operatorname{Im} \partial_{x_{1}} \varphi\right|_{x_{1}=0}=\left.\theta \partial_{x_{1}} \varphi_{1}\right|_{x_{1}=0}+\mathcal{O}\left(\theta^{2}\right) \geq \frac{\theta}{3}, \theta \geq 0
$$

and for small $\theta$ and $x_{1}$ we have

$$
\begin{gathered}
\operatorname{Im} \varphi=\theta \varphi_{1}+\mathcal{O}\left(x_{1} \theta^{2}\right) \geq \frac{x_{1} \theta}{4}, \theta \geq 0 \\
\operatorname{Im} \varphi \geq-\frac{c x_{1} h|\log h|}{2 \sqrt{2 \delta}}, \theta<0
\end{gathered}
$$

The eikonal equation (3.3) yields

$$
\left(\left.\partial_{x_{1}} \varphi\right|_{x_{1}=0}\right)^{2}=\rho^{2}\left(1+\mathcal{O}\left(\theta^{M}\right)\right)
$$

hence for $x_{1}$ small enough

$$
\begin{equation*}
\left.\partial_{x_{1}} \varphi\right|_{x_{1}=0}=\rho+\mathcal{O}\left(\theta^{M / 2}\right) \tag{3.7}
\end{equation*}
$$

The amplitude has the form

$$
a=\sum_{k=0}^{m} h^{k} a_{k}\left(x, \xi^{\prime}, \theta\right)
$$

where the functions $a_{k}$ satisfy the transport equations

$$
\begin{gathered}
2 \mathbf{i} \partial_{x_{1}} \varphi \partial_{x_{1}} a_{k}+2 \mathbf{i}\left\langle B(x) \nabla_{x^{\prime}} \varphi, \nabla_{x^{\prime}} a_{k}\right\rangle+\Delta a_{k-1}=\theta^{M} Q_{M}^{(k)}, 0 \leq k \leq m \\
\left.a_{0}\right|_{x_{1}=0}=\psi,\left.a_{k}\right|_{x_{1}=0}=0, k \geq 1, a_{-1}=0
\end{gathered}
$$

We search the functions $a_{k}$ in the form

$$
a_{k}=\sum_{j=0}^{M-1}(\mathbf{i} \theta)^{k} a_{k, j}\left(x, \xi^{\prime}, \theta\right)
$$

with $\left.a_{0,0}\right|_{x_{1}=0}=\psi,\left.a_{k, j}\right|_{x_{1}=0}=0$ for $k+j \geq 1$. We refer to Section 4, [20] for the determination of $a_{k, j}$.

The construction of $\mathcal{K}_{\psi}^{-}$implies

$$
\left(h^{2} \Delta+z\right) u_{\psi}^{-}=\mathcal{K}_{1, \psi}^{-} f+\mathcal{K}_{2, \psi}^{-} f
$$

Here

$$
\begin{gathered}
\mathcal{K}_{1, \psi}^{-} f=\left[h^{2}\left(2 \Phi^{\prime}\left(x_{1}\right) \partial_{x_{1}}+\Phi^{\prime \prime}\left(x_{1}\right)\right)+h a_{0}(x) \Phi^{\prime}\left(x_{1}\right)\right] \mathcal{K}_{\psi}^{-} f \\
\left(\mathcal{K}_{2, \psi}^{-} f\right)(x)=(2 \pi h)^{-d+1} \iint e^{\frac{\mathbf{i}}{h}\left(\left\langle y^{\prime}, \xi^{\prime}\right\rangle+\varphi\left(x, \xi^{\prime}, \theta\right)\right)} A_{2, \psi}^{-}\left(x, \xi^{\prime}, \theta, h\right) f\left(y^{\prime}\right) d y^{\prime} d \xi^{\prime}
\end{gathered}
$$

with

$$
\begin{equation*}
A_{2, \psi}^{-}=\Phi\left(x_{1}\right)\left(\theta^{M} \mathcal{R}_{M} a+\theta^{M} \sum_{k=0}^{m} h^{k+1} \mathcal{Q}_{M}^{(k)}+h^{m+2} \Delta a_{m}\right) \tag{3.8}
\end{equation*}
$$

By using a partition of unity on supp $\chi_{\delta}^{-}$with functions $\psi_{j}$, we arrange $\sum_{j=1}^{J} \psi_{j}=$ $\chi_{\bar{\delta}}^{-}$and consider the parametrix $w=\sum_{j=1}^{J} u_{\psi_{j}}^{-}$. Set

$$
\mathcal{K}_{k}^{-}=\sum_{j=1}^{J} \mathcal{K}_{k, \psi_{j}}^{-}, k=1,2, A_{2}^{-}=\sum_{j=1}^{J} A_{2, \psi_{j}}^{-}
$$

Let $R_{0}^{-}(z, h)=\left(-h^{2} \Delta_{0}-z\right)^{-1}$ be the incoming resolvent of the free Laplacian $\Delta_{0}$ in $\mathbb{R}^{d}$ witch for $\operatorname{Im} z>0$ is an analytic operator valued function bounded from $L^{2}\left(\mathbb{R}^{d}\right)$ to $H^{2}\left(\mathbb{R}^{d}\right)$. Let $\Psi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$ be a cut-off function such that $\Psi=1$ on a small neighborhood of $K$. Then the cut-off resolvent $\Psi\left(-h^{2} \Delta_{0}-z\right)^{-1} \Psi$ is analytic in $\mathbb{C}$. Introduce the semi-classical Sobolev spaces $H_{h}^{s}(X)$ with semi-classical norm

$$
\left.\|f\|_{H_{h}^{s}(X)}=\left\|\langle h D\rangle^{s} f\right\|_{L^{2}(X)},\langle h D\rangle:=\left(1-h^{2} \Delta_{X}\right)\right)^{1 / 2}
$$

For $\operatorname{Re} \sqrt{z} \geq 1$ the sut-off resolvent satisfy the estimates (see for instance Theorem 3.1 in [2] and recall Remark 2.1).

$$
\begin{equation*}
\left\|\Psi R_{0}^{-}(z, h) \Psi\right\|_{L^{2}\left(\mathbb{R}^{d}\right) \rightarrow H_{h}^{j}\left(\mathbb{R}^{d}\right)} \leq C_{j} h^{-1}(h+\sqrt{|z|})^{j-1} e^{\frac{L}{h}(\operatorname{Im} z)_{-}}, j=0,1,2 \tag{3.9}
\end{equation*}
$$

where $L>\sup \{|x-y|: x, y \in \operatorname{supp} \Psi\}$ and $x_{-}=\max \{0,-x\}$. In particular, for $\operatorname{Im} z>0$ the exponential factor on the right hand side is equal to 1 , while for $-c h|\log h| \leq \operatorname{Im} z<0$ this factor is bounded by $h^{-c L}$.

Similarly, introduce the incoming resolvent $R^{-}(z, h)=\left(-h^{2} \Delta_{D}-z\right)^{-1}$, where $\Delta_{D}$ is the Laplacian with Dirichlet boundary condition on $\Gamma$ and domain $\mathcal{D}=$ $H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. Then $R^{-}(z, h): L^{2}(\Omega) \longrightarrow \mathcal{D}$ for $\operatorname{Im} z>0$ and $\Psi R^{-}(z, h) \Psi$ admits a meromorphic continuation in $\mathbb{C}$ with poles in $\{z \in \mathbb{C}: \operatorname{Im} z<0\}$. Since the obstacle $K$ is non-trapping, for

$$
\operatorname{Re} \sqrt{z} \geq 1, \operatorname{Im} z \geq-c h|\log h|, 0<h \leq h_{0}
$$

we have the estimates (see Theorem 4.43 in [2] and Theorem 2 in Chapter X, [17])

$$
\begin{equation*}
\left\|\Psi R^{-}(z, h) \Psi\right\|_{L^{2}(\Omega) \rightarrow H_{h}^{j}(\Omega)} \leq C_{j} h^{-1} e^{T \frac{(\operatorname{Im} z)-}{h}}, C_{j}>0, T>0, j=0,1,2 \tag{3.10}
\end{equation*}
$$

To build a global parametrix, consider

$$
\tilde{u}=w-R_{0}^{-}(z, h) \mathcal{K}_{1}^{-} f-R^{-}(z, h) \mathcal{K}_{2}^{-} f
$$

The operator $K_{2}^{-}$is bounded from $L^{2}(\Gamma)$ to $L_{l o c}^{2}(\Omega)$. To prove this, consider $K_{2}^{-}$ as a $h$-Fourier integral operator with real phase function $\left\langle y^{\prime}, \xi^{\prime}\right\rangle-\operatorname{Re} \varphi\left(x, \xi^{\prime}, \theta\right)$ and amplitude $b\left(x, \xi^{\prime}, \theta, h\right)=e^{-\frac{\operatorname{Im}_{\varphi}}{h}} A_{2}^{-}\left(x, \xi^{\prime}, \theta, h\right)$ depending on the parameter $x_{1} \in\left[0,2 \delta_{0}\right]$. Write

$$
b=\exp \left(-\frac{x_{1} \theta}{2 h}\left(\frac{1}{\sqrt{1-r_{0}}}+\mathcal{O}\left(x_{1}\right)+\mathcal{O}(\theta)\right)\right) A_{2}^{-}=\exp \left(-\frac{x_{1} \theta}{2 h} g\right) A_{2}^{-}
$$

Therefore

$$
\partial_{x^{\prime}}^{\alpha} b=\sum_{\left|\beta_{1}\right|+\left|\beta_{2}\right|=|\alpha|} C_{\beta_{1}, \beta_{2}}\left(\frac{x_{1} \theta}{2 h}\right)^{\left|\beta_{1}\right|} \exp \left(-\frac{x_{1} \theta}{2 h} g\right)\left(\partial_{x^{\prime}}^{\beta_{1}} g\right)\left(\partial_{x^{\prime}}^{\beta_{2}} b_{\beta_{2}}\right)
$$

with some symbol $b_{\beta_{2}}$. For small $0 \leq x_{1} \leq 2 \delta_{0}$ and small $h$ the product

$$
\left(\frac{x_{1} \theta}{2 h}\right)^{\left|\beta_{1}\right|} \exp \left(-\frac{x_{1} \theta}{2 h} g\right), \theta \geq 0
$$

is bounded since $g \geq 1 / 2$. For $-c h|\log h| \leq \theta<0$ the product

$$
\left(\frac{c|\log h| x_{1} \theta}{\sqrt{2 \delta}}\right)^{\left|\beta_{1}\right|} \exp \left(-\frac{c|\log h| x_{1} \theta}{\sqrt{2 \delta}} g\right), \theta \geq 0
$$

is bounded by $\left(C_{1}|\log h|\right)^{\left|\beta_{1}\right|} h^{-C_{2}}$ with $C_{1}>0, C_{2}>0$ independent of $h$. Similarly, we estimates the derivatives $\partial_{\xi^{\prime}}^{\beta}$ b. Consequently, taking into account (3.8), we have

$$
\left|\partial_{x^{\prime}}^{\alpha} \partial_{\xi^{\prime}}^{\beta} b\right| \leq C_{\alpha, \beta}|\log h|^{|\alpha|+|\beta|} h^{-C_{2}}\left(\mathcal{O}\left(h^{\varepsilon M}\right)+\mathcal{O}\left(h^{m+2}\right)\right), C_{2}>0
$$

with large $M$ and $m$. For $\theta \geq 0$ the factor $|\log h|^{|\alpha|+|\beta|} h^{-C_{2}}$ must be replaced by 1 . On the other hand, for small $x_{1}$ the phase $\left\langle y^{\prime}, \xi^{\prime}\right\rangle-\operatorname{Re} \varphi\left(x_{1}, \xi^{\prime}, \theta\right)$ is non-degenerate and

$$
\left|\operatorname{det}\left(\frac{\partial^{2} \operatorname{Re} \varphi}{\partial x^{\prime} \partial \xi^{\prime}}\right)\right| \geq D>0
$$

because $\left.\varphi\right|_{x_{1}=0}=-\left\langle x^{\prime}, \xi^{\prime}\right\rangle$. By a standard argument we consider the $h$-pseudodifferential operator $\left(K_{2}^{-}\right)^{*} K_{2}^{-}$with parameter $x_{1}$ and deduce the estimate

$$
\begin{equation*}
\left\|K_{2}^{-} f\right\|_{L^{2}(\Omega)} \leq A_{N} h^{N}\|f\|_{L^{2}(\Gamma)} \tag{3.11}
\end{equation*}
$$

with big $N$ choosing $M$ and $m$ large and depending on $N$. Applying the estimates (3.10), we conclude that $\left\|R(z, h) K_{2}^{-} f\right\|_{H_{h}^{3 / 2}(\Gamma)}=\mathcal{O}\left(h^{N-3 / 2}\right)\|f\|_{L^{2}}$ exploiting the operator of restriction

$$
\gamma_{0}=\mathcal{O}\left(h^{-1 / 2}\right): H_{h}^{2}(\Omega) \rightarrow H_{h}^{3 / 2}(\Gamma)
$$

To deal with the term $R_{0}^{-}(z, h) \mathcal{K}_{1}^{-} f$, we will apply the argument in Appendix A.II.1, [3] for $\mathcal{K}_{1}^{-} f=F(h)$. For this purpose repeating the proof of Corollary A.II.4, [3], one proves that the semi-classical wave front set $\widetilde{W F}(F(h))$ is included in the intersection of the set of outgoing rays issued from $\left\{\left(y^{\prime}, \eta^{\prime}\right) \in T^{*}(\Gamma):\left(y^{\prime}, \eta^{\prime}\right) \in\right.$ $\left.\operatorname{supp} \chi_{\delta}^{-}\right\}$with a bounded set $\mathcal{W}$ such that $\operatorname{dist}(\mathcal{W}, K) \geq \varepsilon_{0}>0$. The set $\mathcal{W}$ is determined by the support of the derivatives $\Phi^{j}\left(x_{1}\right), j=1,2$, while the wavefront $\widetilde{W F}\left(K_{\psi}^{-}\right)$is determined by the set $\left\{\left(x, \varphi_{x}\right):\left(x^{\prime}, \xi^{\prime}\right) \in \operatorname{supp} \chi_{\delta}^{-}\right\}$and the fact that the phase $\varphi$ is chosen so that $\varphi_{x_{1}}>0$ (see [3], [1]). Finally, $\widetilde{W F}\left(R_{0}^{-}(z, h) F(h)\right)$ is given by the outgoing rays issued from $\widetilde{W F}(F(h))$ (By Remark 2.1, the resolvent $R_{0}^{-}(z, h)$ is outgoing in the sense of [3]). Since $K$ is strictly convex, these rays don't meet the boundary $\Gamma$ and

$$
\left\|R_{0}^{-}(z, h) F(h)\right\|_{H_{h}^{m}(\mathcal{O})}=\mathcal{O}_{m}\left(h^{\infty}\right)\|f\|_{L^{2}}, \forall m \in N
$$

in a small neighborhood $\mathcal{O}$ of $K$. We conclude that $u-\tilde{u}$ is a solution of the problem

$$
\left\{\begin{array}{l}
\left(-h^{2} \Delta-z\right)(u-\tilde{u})=0, x \in \Omega  \tag{3.12}\\
u-\tilde{u}=-\left.\left(R_{0}(z, h) F(h)\right)\right|_{\Gamma}, x \in \Gamma \\
(u-\tilde{u})-\text { incoming. }
\end{array}\right.
$$

Therefore $\left\|\mathcal{N}(z, h)\left(O p_{h}\left(\chi_{\delta}^{-}\right) f-\left.\tilde{u}\right|_{\Gamma}\right)\right\|_{H_{h}^{1}} \leq C_{N} h^{N}\|f\|_{L^{2}}, \forall N$ and

$$
\left.\mathcal{N}(z, h) \tilde{u}\right|_{\Gamma}=\left.\mathcal{N}(z, h) w\right|_{\Gamma}+\mathcal{O}\left(h^{N}\right)
$$

By our construction we obtain $\left.\mathcal{N}(z, h) w\right|_{\Gamma}=T_{N}(z, h) O p_{h}\left(\chi_{\delta}^{-}\right) f$ with a $h$-pseudodifferential operator $T_{N}(z, h)$ having principal symbol $\sqrt{z-r_{0}}$ and

$$
\begin{equation*}
\left\|\left(\mathcal{N}(z, h)-T_{N}(z, h)\right) O p_{h}\left(\chi_{\delta}^{-}\right)\right\|_{L^{2} \rightarrow H_{h}^{1}} \leq C_{N}^{\prime} h^{N} \tag{3.13}
\end{equation*}
$$

3.2. Parametrix for $\tilde{\mathcal{N}}(\tilde{h})$. In the trace formula (2.9) we have integration with respect to $\tilde{h}=\frac{\mathbf{i}}{\lambda}$ and it is convenient to have a parametrix holomorphic with respect to $\tilde{h}$. Comparing with the parametrisation $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}$, used in the first part, we give $\operatorname{Re} \tilde{h}=\frac{\operatorname{Re} \sqrt{z}}{|z|} h$ and $\operatorname{Re} \tilde{h}=h$ if and only if $\operatorname{Re} \sqrt{z}=|z|$. This leads to difficulties if we wish to extend the approximation $T_{N}(z, h)$ as a holomorphic function of $\tilde{h}$ modulo some remainder. To overcome this problem, we will construct another parametrix in the hyperbolic region for $\tilde{h} \in L$, where $L$ is defined by (2.10). Setting $\operatorname{Re} \tilde{h}=h$, for small $h_{0}$ we have $|\operatorname{Im} \tilde{h}| \leq C_{1} h^{2}$.

Next we repeat without changes the construction in Appendix A2, [16] and search a parametrix for the problem

$$
\left\{\begin{array}{l}
\left(-\tilde{h}^{2} \Delta-1\right) u=0, x \in \Omega  \tag{3.14}\\
u=O p_{\tilde{h}}\left(\chi_{\delta}^{\bar{\delta}}\right) f, x \in \Gamma \\
u-\text { incoming }
\end{array}\right.
$$

Here $O p_{\tilde{h}}\left(\chi_{\delta}^{-}\right)$is a pseudo-differential operator with large parameter $\frac{1}{\tilde{h}}$ having the form

$$
\left(O p_{\tilde{h}}\left(\chi_{\delta}^{-}\right) f\right)\left(x^{\prime}\right)=(2 \pi \tilde{h})^{-d+1} \iint e^{\frac{i}{h}\left\langle y^{\prime}-x^{\prime}, \xi^{\prime}\right\rangle} \chi_{\delta}^{-}\left(x^{\prime}, \xi^{\prime}\right) f\left(y^{\prime}\right) d y^{\prime} d \xi^{\prime}
$$

The symbol $\chi_{\delta}^{-}$has compact support with respect to $\xi^{\prime}$ and the above operator is well defined for $\tilde{h} \in L$ (see Appendix A1, [16]) since

$$
\begin{equation*}
\left|\frac{1}{\tilde{h}}-\frac{1}{h}\right|=\left|\frac{\operatorname{Im} \tilde{h}}{h \tilde{h}}\right| \leq C_{1} \tag{3.15}
\end{equation*}
$$

Notice that for $\lambda \in \Lambda$ we study the problem (2.11).
The local parametrix in local geodesic coordinates ( $x_{1}, x^{\prime}$ ) introduced above has the form $\Phi\left(x_{1}\right) H_{N}(\tilde{h})$, where

$$
\left(H_{N}(\tilde{h}) f\right)(x)=(2 \pi \tilde{h})^{-d+1} \iint e^{\frac{i}{h}\left(\left\langle y^{\prime}, \xi^{\prime}\right\rangle+\psi\left(x, \xi^{\prime}\right)\right)} a\left(x, \xi^{\prime}, \tilde{h}\right) f\left(y^{\prime}\right) d y^{\prime} d \xi^{\prime}
$$

The phase function $\psi$ is real valued and satisfies the equation

$$
\left\{\begin{array}{l}
\left|\nabla_{x} \psi\right|^{2}=1  \tag{3.16}\\
\left.\psi\right|_{x_{1}=0}=-\left\langle x^{\prime}, \xi^{\prime}\right\rangle
\end{array}\right.
$$

In local coordinates used in the previous construction we have

$$
\left(\partial_{x_{1}} \psi\right)^{2}+\left\langle B(x) \nabla_{x^{\prime}} \psi, \nabla_{x^{\prime}} \psi\right\rangle=1
$$

The phase $\psi$ is determined as $\varphi_{0}$ above and we obtain $\left.\partial_{x_{1}} \psi\right|_{x_{1}=0}=\sqrt{1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)} \geq$ $\sqrt{\delta}$ for $\left(x^{\prime}, \xi^{\prime}\right) \in \operatorname{supp} \chi_{\delta}^{-}$. The amplitude has the form

$$
a=\sum_{j=0}^{N-1} a_{j}\left(x, \xi^{\prime}\right) \tilde{h}^{j}
$$

and $a_{j}\left(x, \xi^{\prime}\right)$ are determined as solutions of the transport equations

$$
2 \mathbf{i}\left\langle\nabla \psi, \nabla a_{j}\right\rangle+\mathbf{i}(\Delta \psi) a_{j}=-\Delta a_{j-1}, j=0, \ldots, N-1
$$

with conditions $\left.a_{0}\right|_{x_{1}=0}=\chi_{\delta}^{-}\left(x^{\prime}, \xi^{\prime}\right),\left.a_{j}\right|_{x_{1}=0}=0, j \geq 1$ and $a_{-1}=0$. By using (3.15), we may write $H_{N}(\tilde{h})$ as a Fourier integral operator with real valued phase $\frac{\left\langle y^{\prime}, \xi^{\prime}\right\rangle+\psi\left(x, \xi^{\prime}\right)}{h}$ making the factor

$$
\exp \left(\mathbf{i}\left(\frac{1}{\tilde{h}}-\frac{1}{h}\right)\left(\left\langle y^{\prime}, \xi^{\prime}\right\rangle+\psi\left(x, \xi^{\prime}\right)\right)\right)
$$

in the amplitude. Thus as in Corollary A.II. 8 in [3] and (A.19) in [16], we obtain

$$
\widetilde{W F}\left(H_{N}(\tilde{h})\right) \subset\left\{\left(x, \xi, y^{\prime}, \eta^{\prime}\right) \in T^{*}(U \backslash \Gamma) \times T^{*}(\Gamma):\|\xi\|_{x}=1\right.
$$

$(x, \xi)$ belongs to the outgoing ray issued from $\left.\left(y^{\prime}, \eta^{\prime}\right) \in \operatorname{supp} \chi_{\delta}^{-}\right\}$.
Here $U \subset \mathbb{R}^{d}$ is a small neighborhood of $\Gamma$ and $\|\xi\|_{x}$ is the norm of dual variable induced by local coordinates. Next we construct a global parametrix by using a partition of unity, the incoming free resolvent $\left(-\tilde{h}^{2} \Delta_{0}-1\right)^{-1}$ and the incoming resolvent $\left(-\tilde{h}^{2} \Delta_{D}-1\right)^{-1}$ of the Dirichlet Laplacian $\Delta_{D}$. The operator $\tilde{\mathcal{N}}(\tilde{h}) O p_{\tilde{h}}\left(\chi_{\delta}^{-}\right) f=-\left.\mathbf{i} \tilde{h}^{-1} \partial_{\nu} u\right|_{\Gamma}$ (see Section 2) has an approximation by a $\tilde{h}$-pseudodifferential operator $\tilde{T}_{N}(\tilde{h}) O p_{\tilde{h}}\left(\chi_{\delta}^{-}\right)$and $\tilde{T}(\tilde{h})$ has principal symbol $\sqrt{1-r_{0}\left(x^{\prime}, \xi^{\prime}\right)}$. Similarly to (3.13) we get

$$
\begin{equation*}
\left\|\left(\tilde{\mathcal{N}}(\tilde{h})-\tilde{T}_{N}(\tilde{h})\right) O p_{h}\left(\chi_{\delta}^{-}\right)\right\|_{L^{2} \rightarrow H_{h}^{1}} \leq B_{N} h^{N}, \tilde{h} \in L \tag{3.17}
\end{equation*}
$$

The advantage of the above construction is that the symbol of $\tilde{T}_{N}(\tilde{h})$ is holomorphic for $\tilde{h} \in L$.

## 4. Location of the eigenvalues and incoming resonances

Recall that an eigenfunction $f$ of $G$ with eigenvalue $\lambda$ satisfies the equation $\mathcal{C}(\lambda) f=0$. The same is true for the incoming resonances $\lambda$. We will use the parametrisation $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}, z=1+\mathbf{i} \operatorname{Im} z,|\operatorname{Im} z| \leq 1$ introduced in Section 2 and the equation (2.13).

Denote by (.,.) the scalar product in $L^{2}(\Gamma)$ and by $\|$.$\| the L^{2}(\Gamma)$ norm. Throughout this section we choose $0<\delta \ll c_{0}^{2}$ and impose the condition

$$
\begin{equation*}
-\delta_{0} \leq-c h|\log h| \leq \operatorname{Im} z \leq \min \left\{\delta, \frac{\sqrt{1-c_{1}^{2}}}{2 c_{1}} \sqrt{\delta}\right\}=\delta_{0} \tag{4.1}
\end{equation*}
$$

Hear $0<c_{0} \leq c_{1}<1$ are the constants introduced in Section 1 and $\delta$ was used in the construction of the parametrix in the hyperbolic region in Section 3. In subsection 4.1 there are no restrictions on $\delta>0$, in subsection 4.2 we take $\delta \ll c_{0}^{2}$ and in subsection 4.3 we choose $\delta \leq c_{0}$.

In [11] it was proved that for $0<\gamma(x)<1$ the eigenvalues $\lambda$ of $G$ are located in the region

$$
\left\{\lambda \in \mathbb{C}:|\operatorname{Re} \lambda| \leq C_{\varepsilon}(1+|\operatorname{Im} \lambda|)^{1 / 2+\varepsilon}, \operatorname{Re} \lambda<0\right\}, 0<\varepsilon \ll 1
$$

Since $\operatorname{Re} \lambda=-\frac{\operatorname{Im} \sqrt{z}}{h}<0, \operatorname{Im} \lambda=\frac{\operatorname{Re} \sqrt{z}}{h}, \operatorname{Re} \sqrt{z} \leq \sqrt{2}$, for fixed $\varepsilon<1 / 6$ and small $h$ we deduce

$$
0<\operatorname{Im} z \leq C_{0} h^{1 / 2-\varepsilon} \leq h^{1 / 3}
$$

We choose $0<h \leq \min \left\{\delta^{6}, \delta_{0}\right\}$. For fixed $\delta$ if $h$ is small enough, $0<\operatorname{Im} z \leq$ $h^{1 / 3}$ implies the inequality on the right hand side of (4.1). In Section 5 we take $h=o\left(\left(1-c_{1}\right)^{2}\right)$ in the proof of Proposition 5.1, so for $c_{1} \nearrow 1$ we must work with $h$ small enough. Our purpose is to show that $0<|\operatorname{Im} z| \leq B_{N} h^{N}$ for every integer
$N$ if $\lambda=\mathbf{i} \sqrt{z} / h$ is eigenvalue or incoming resonance. This implies the statement of Theorem 1.1.

The principal symbol of a parametrix for $\mathcal{N}(z, h)-\gamma \sqrt{z}$ in hyperbolic and elliptic regions becomes (see subsection 3.1 and Section 5 in [20])

$$
\begin{equation*}
\sqrt{z-r_{0}}-\gamma \sqrt{z}=\rho-\gamma \sqrt{z} \tag{4.2}
\end{equation*}
$$

where

$$
\rho\left(x^{\prime}, \xi^{\prime}\right):=\sqrt{1+\mathrm{i} \operatorname{Im} z-r_{0}\left(x^{\prime}, \xi^{\prime}\right)} .
$$

Denote by

$$
\Sigma:=\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): r_{0}\left(x^{\prime}, \xi^{\prime}\right)=1-\gamma^{2}\left(x^{\prime}\right)\right\} \subset \mathscr{H}
$$

the singular set, where the operator $O p_{h}\left(\sqrt{1-r_{0}}-\gamma\right)$ is not elliptic. Then $1-\gamma^{2} \leq$ $1-c_{0}^{2}<1-\delta$ implies

$$
\Sigma \subset\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \leq 1-\delta\right\}
$$

Introduce a partition of unity on $\mathbb{R}$ given by

$$
\psi^{-}(t)+\psi^{0}(t)+\psi^{+}(t) \equiv 1, \forall t \in \mathbb{R}
$$

where $\psi^{0}(t) \in C_{0}^{\infty}(\mathbb{R} ;[0,1]), \psi^{0}(t)=1$ for $|t| \leq 1, \psi^{0}(t)=0$ for $|t| \geq 3 / 2$, while

$$
\psi^{ \pm}(t) \in C^{\infty}(\mathbb{R} ;[0,1]), \operatorname{supp} \psi^{-} \subset(-\infty,-1), \operatorname{supp} \psi^{+} \subset(1,+\infty)
$$

Define

$$
\chi_{\delta}^{ \pm}\left(x^{\prime}, \xi^{\prime}\right)=\psi^{ \pm}\left(\frac{r_{0}\left(x^{\prime}, \xi^{\prime}\right)-1}{\delta}\right), \chi_{\delta}^{0}\left(x^{\prime}, \xi^{\prime}\right)=\psi^{0}\left(\frac{r_{0}\left(x^{\prime}, \xi^{\prime}\right)-1}{\delta}\right)
$$

and notice that $\Sigma \cap\left(\operatorname{supp} \chi_{\delta}^{0} \cup \operatorname{supp} \chi_{\delta}^{+}\right)=\emptyset$. Let $Q_{\delta}^{ \pm}=O p_{h}\left(\chi_{\delta}^{ \pm}\right), Q_{\delta}^{0}=O p_{h}\left(\chi_{\delta}^{0}\right)$ be $h$-pseudo-differential operators. For $h^{1 / 2} \leq \delta$ one obtains the estimates

$$
\left\|Q_{\delta}^{j}\right\|_{L^{2}(\Gamma) \rightarrow L^{2}(\Gamma)} \leq Q_{j}, j= \pm, 0
$$

with constants $Q_{j}$ independent of $h$ and $\delta$. In fact,

$$
\sum_{|\alpha| \leq d} h^{|\alpha| / 2} \sup _{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma)}\left|\partial_{x^{\prime}}^{\alpha} \psi^{j}\left(\frac{r_{0}-1}{\delta}\right)\right| \leq Q_{j} j= \pm, 0
$$

and an application of Proposition 3.1 in [18] implies the estimate of $\left\|Q_{\delta}^{j}\right\|_{L^{2} \rightarrow L^{2}}$.
4.1. Analysis of $Q_{\delta}^{+} f$. First we treat the elliptic region $\mathscr{E}$, where we have a parametrix $S(z, h)$ with principal symbol (4.2), such that for small $h$ one has

$$
\begin{equation*}
\left\|(\mathcal{N}(z, h)-S(z, h)) Q_{\delta}^{+}\right\| \leq A_{1} h \tag{4.3}
\end{equation*}
$$

with constant $A_{1}>0$ independent of $h$. This implies

$$
\left|\left((\mathcal{N}(z, h)-S(z, h)) Q_{\delta}^{+} f, Q_{\delta}^{+} f\right)\right| \leq A_{2} h\left\|Q_{\delta}^{+} f\right\|^{2}
$$

Here and below we denote by $A_{j}$ different constants independent of $h$. These constants may depend of $\delta$, while by $B_{j}$ we denote different constants independent of $\delta$ and $h$.

Choose a function $\zeta(t)=(1+\delta-t) \alpha(t)$ with $\alpha(t) \in C^{\infty}(\mathbb{R} ;[0,1]), \alpha(t)=1$ for $t \leq 1+\delta, \alpha(t)=0$ for $t \geq 1+\frac{3 \delta}{2}$ and introduce the symbol $r_{e}=r_{0}+\zeta\left(r_{0}\right)$. Obviously, $r_{e}=r_{0}$ for $r_{0} \geq 1+\frac{3}{2} \delta$ and

$$
r_{e}=r_{0}\left(1-\alpha\left(r_{0}\right)\right)+(1+\delta) \alpha\left(r_{0}\right) \geq 1+\delta, \forall\left(x^{\prime}, \xi^{\prime}\right)
$$

Therefore
$R_{e}=\sqrt{1-r_{e}+\mathbf{i} t \operatorname{Im} z}-\sqrt{1-r_{0}+\mathbf{i} t \operatorname{Im} z}=\frac{r_{0}\left(1-\zeta\left(r_{0}\right)\right)}{\sqrt{1-r_{e}+\mathbf{i} t \operatorname{Im} z}+\sqrt{1-r_{0}+\mathbf{i} t \operatorname{Im} z}}$ vanishes on the support of $\chi_{\frac{3}{2} \delta}^{+}$and $O p_{h}\left(R_{e}\right) Q_{\frac{3}{2} \delta}^{+} f$ can be estimated by $\mathcal{O}\left(h^{\infty}\right)\|f\|$.

Let $s_{e}:=\sqrt{1-r_{e}+\operatorname{iIm} z}$. Then $|\operatorname{Im} \sqrt{z}|=\frac{|\operatorname{Im} z|}{2 \operatorname{Re} \sqrt{z}} \leq \frac{|\operatorname{Im} z|}{2}$. On the other hand,

$$
\operatorname{Im} s_{e}=\operatorname{Re} \sqrt{r_{e}-1-\mathbf{i} \operatorname{Im} z} \geq \sqrt{r_{e}-1}
$$

According to (4.1),

$$
|\operatorname{Im} z|<\frac{\sqrt{\delta}}{c_{1}} \leq \frac{\sqrt{r_{e}-1}}{c_{1}}
$$

and we give

$$
\operatorname{Im}\left(s_{e}-\gamma \sqrt{z}\right) \geq \sqrt{r_{e}-1}-c_{1} \frac{|\operatorname{Im} z|}{2} \geq \frac{\sqrt{r_{e}-1}}{2} \geq c_{2} \sqrt{1+r_{0}}
$$

where $0<c_{2} \leq \frac{\sqrt{\delta}}{2 \sqrt{2}}$. In fact, for $r_{0} \leq 1+\frac{3}{2} \delta$ we arrange $\delta \geq 4 c_{2}^{2}\left(2+\frac{3 \delta}{2}\right)$ taking

$$
0<c_{2} \leq \frac{\sqrt{\delta}}{2 \sqrt{2+\frac{3 \delta}{2}}} \leq \frac{\sqrt{\delta}}{2 \sqrt{2}}
$$

For $r_{0} \geq 1+\frac{3}{2} \delta$ we obtain $r_{e}=r_{0}$ and

$$
4 c_{2}^{2}+1 \leq\left(1-4 c_{2}^{2}\right)\left(1+\frac{3 \delta}{2}\right) \leq\left(1-4 c_{2}^{2}\right) r_{0}
$$

which is satisfied for $\frac{3}{2} \delta \geq 4 c_{2}^{2}\left(2+\frac{3 \delta}{2}\right)$. By a standard argument we deduce

$$
\begin{equation*}
\operatorname{Im}\left((S(z, h)-\gamma \sqrt{z}) Q_{\delta}^{+} f, Q_{\delta}^{+} f\right) \geq c_{2}\left(O p_{h}\left(\sqrt{1+r_{0}}\right) Q_{\delta}^{+} f, Q_{\delta}^{+} f\right)-A_{3} h\left\|Q_{\delta}^{+} f\right\|^{2} \tag{4.4}
\end{equation*}
$$

Consequently,

$$
\left\|(\mathcal{N}(z, h)-\gamma \sqrt{z}) Q_{\delta}^{+} f\right\|_{H^{-1 / 2}}\left\|Q_{\delta}^{+} f\right\|_{H^{1 / 2}} \geq c_{2}\left\|Q_{\delta}^{+} f\right\|_{H^{1 / 2}}-A_{4} h\left\|Q_{\delta}^{+} f\right\|_{H^{1 / 2}}^{2}
$$

and for small $h$ one obtains

$$
\begin{equation*}
\left\|Q_{\delta}^{+} f\right\|_{H^{1 / 2}} \leq C_{2}\left\|\left(\frac{(\mathcal{N}(z, h)}{\sqrt{z}}-\gamma\right) Q_{\delta}^{+} f\right\|_{H^{-1 / 2}} \tag{4.5}
\end{equation*}
$$

with constant $C_{2}>0$ depending of $\delta$. The estimate (4.5) holds for every function $f \in H^{1 / 2}$ and not only for eigenfunctions. In Section 6 we will use it for the proof of (6.5).

As an application of (4.4) we will show that $\mathcal{C}(f)=0$ implies $Q_{\delta}^{+} f=0$. Assume that $\|f\|=1$ we observe that

$$
\begin{aligned}
& \left((S(z, h)-\sqrt{z} \gamma) Q_{\delta}^{+} f, Q_{\delta}^{+} f\right)=\left(Q_{\delta}^{+}(S(z, h)-\sqrt{z} \gamma) f, Q_{\delta}^{+} f\right)+\left(\left[S(z, h), Q_{\delta}^{+}\right] f, Q_{\delta}^{+} f\right) \\
& \quad-\left(\left[\sqrt{z} \gamma, Q_{\delta}^{+}\right] f, Q_{\delta}^{+} f\right)=\left(\left(\left[S(z, h), Q_{\delta}^{+}\right]-\left[\sqrt{z} \gamma, Q_{\delta}^{+}\right]\right) f, Q_{\delta}^{+} f\right)+\mathcal{O}_{\delta}(h)\left\|Q_{\delta}^{+} f\right\|^{2}
\end{aligned}
$$

Here in the second equality we used the fact that $(\mathcal{N}(z, h)-\sqrt{z} \gamma) f=0$. On the other hand, the symbol of the commutator $\left[O p_{h}\left(s_{e}\right), Q_{\delta}^{+}\right]$modulo a remainder $\tilde{b}_{N, e, \delta}$ has the form

$$
b_{N, e, \delta}=\sum_{1 \leq j \leq N-1} \frac{(\mathbf{i} h)^{j}}{j!} \sum_{|\alpha|=j}\left[D_{\xi^{\prime}}^{\alpha}\left(s_{2}\right) D_{x^{\prime}}^{\alpha}\left(\chi_{\delta}^{+}\right)-D_{\xi^{\prime}}^{\alpha}\left(\chi_{\delta}^{+}\right) D_{x}^{\alpha}\left(s_{e}\right)\right]=\sum_{j=1}^{N-1} b_{j}
$$

with $D_{x^{\prime}}=-\mathbf{i} \partial_{x^{\prime}}, D_{\xi^{\prime}}=-\mathbf{i} \partial_{\xi^{\prime}}$. The derivatives $D_{x^{\prime}}^{\alpha}\left(\chi_{\delta}^{+}\right)$yield a factor $\delta^{-|\alpha|}$, while the derivatives $D_{\xi^{\prime}}^{\alpha} s_{e}$ yield a factor $\left(1-r_{e}+\mathbf{i I m} z\right)^{1 / 2-|\alpha|}$. Since $r_{e} \geq 1+\frac{3}{2} \delta$, by using the condition $h^{1 / 3} \leq \delta$, we estimate

$$
\left|b_{j}\right| \leq \frac{C_{j}}{j!} h^{j / 3}\left(\frac{h^{1 / 3}}{\delta}\right)^{2 j} \sqrt{\delta} \leq D_{j} \sqrt{\delta} h^{j / 3}, \forall\left(x^{\prime}, \xi^{\prime}\right), 1 \leq j \leq N-1
$$

with constant $C_{j}$ depending of the derivatives of $\psi^{+}$and $r_{0}$ and independent of $\delta$ and $h$. A similar estimate holds for $h^{|\beta| / 2}\left|\partial_{x^{\prime}}^{\beta} b_{j}\right|,|\beta| \leq d$, and for the remainder $\tilde{b}_{N, e, \delta}$. Consequently,

$$
\begin{equation*}
\left\|\left[S(z, h), Q_{\delta}^{+}\right]\right\|_{L^{2} \rightarrow L^{2}} \leq B_{5} \sqrt{\delta} h^{1 / 3} \tag{4.6}
\end{equation*}
$$

with a constant $B_{5}>0$ independent of $h$ and $\delta$. The same argument can be applied to estimate the commutator $\left[\gamma, Q_{\delta}^{+}\right]$. Thus we obtain a upper bound

$$
\left|\operatorname{Im}\left((S(z, h)-\gamma \sqrt{z}) Q_{\delta}^{+} f, Q_{\delta}^{+} f\right)\right| \leq\left(B_{6} \sqrt{\delta} h^{1 / 3}+A_{5} h\right)\left\|Q_{\delta}^{+} f\right\|^{2}
$$

with constant $B_{6}>0$ independent of $\delta$ and $A_{5}>0$ depending on $\delta$. Combing this with (4.4), taking $c_{2}=\frac{\sqrt{\delta}}{2 \sqrt{2}}$ and using $h^{1 / 3} \leq \delta$, we deduce

$$
\frac{\sqrt{\delta}}{2 \sqrt{2}}\left\|Q_{\delta}^{+} f\right\|^{2} \leq\left(B_{6} \sqrt{\delta} h^{1 / 3}+\left(A_{3}+A_{5}\right) h^{2 / 3} \delta\right)\left\|Q_{\delta}^{+} f\right\|^{2}
$$

We fix $\delta$ and the constants $A_{3}, A_{5}$. Choosing $h$ small enough, we obtain $Q_{\delta}^{+} f=0$.
Remark 4.2. In this subsection the argument works without restrictions on $0<$ $\delta<1$.
4.2. Analysis of $Q_{\delta}^{0} f$. First, using $Q_{\frac{3}{2} \delta}^{+} f=0$, from $\mathcal{C}(f)=0$ we deduce

$$
(\mathcal{N}(z, h)-\sqrt{z} \gamma)\left(Q_{\frac{3}{2} \delta}^{-} f+Q_{\frac{3}{2} \delta}^{0} f\right)=0
$$

Consider

$$
\operatorname{Re}\left(Q_{\delta}^{0}(-\mathcal{N}(z, h)+\sqrt{z} \gamma)\left(Q_{\frac{3}{2} \delta}^{-} f+Q_{\frac{3}{2} \delta}^{0} f\right), Q_{\delta}^{0} f\right)=0
$$

It is easy to estimate the terms involving $Q_{\frac{3}{2} \delta}^{-}$, since

$$
\begin{equation*}
\operatorname{supp} \chi_{\delta}^{0} \cap \operatorname{supp} \chi_{\frac{3}{2} \delta}^{-}=\emptyset \tag{4.7}
\end{equation*}
$$

In the hyperbolic region we have a paramterix $T_{N}(z, h)$ and we can apply (3.13). This implies

$$
\left|\left(Q_{\delta}^{0}(-\mathcal{N}(z, h)+\sqrt{z} \gamma) Q_{\frac{3}{2} \delta}^{-} f, Q_{\delta}^{0} f\right)\right| \leq C_{N} h^{N}\left\|Q_{\delta}^{0} f\right\|^{2}
$$

and we give

$$
\operatorname{Re}\left(Q_{\delta}^{0}(-\mathcal{N}(z, h)+\gamma \sqrt{z}) Q_{\frac{3}{2} \delta}^{0} f, Q_{\delta}^{0} f\right) \leq C_{N} h^{N}\left\|Q_{\delta}^{0} f\right\|^{2}
$$

Next

$$
Q_{\delta}^{0} \gamma Q_{\frac{3}{2} \delta}^{0}=\left[Q_{\delta}^{0}, \gamma\right] Q_{\frac{3}{2} \delta}^{0}+\gamma Q_{\delta}^{0}\left(Q_{\frac{3}{2} \delta}^{0}-1\right)+\gamma Q_{\delta}^{0}
$$

The commutator on the right hand side has a norm $\mathcal{O}\left(\frac{h}{\delta}\right)=\mathcal{O}\left(\delta^{2}\right)$ and for the second term we use the fact that $\chi_{\frac{3}{2} \delta}^{0}=1$ on the support of $\chi_{\delta}^{0}$. Consequently,

$$
\begin{array}{r}
c_{0}\left\|Q_{\delta}^{0} f\right\|^{2} \leq \operatorname{Re}\left(\gamma \sqrt{z} Q_{\delta}^{0} f, Q_{\delta}^{0} f\right) \leq \operatorname{Re}\left(Q_{\delta}^{0} \mathcal{N}(z, h) Q_{\frac{3}{2} \delta}^{0} f, Q_{\delta}^{0} f\right) \\
+\left(C_{N}^{\prime} h^{N}+B_{7} \delta^{2}\right)\left\|Q_{\delta}^{0} f\right\|^{2} \tag{4.8}
\end{array}
$$

with constant $B_{7}>0$ independent of $\delta$ and $h$.
The problem is reduced to an estimate of the term involving $\mathcal{N}(z, h) Q_{\frac{3}{2} \delta}^{0}$ and we prove the following

Lemma 4.1. For $\operatorname{Im} z$ satisfying (4.1) and $h$ small enough we have

$$
\begin{equation*}
\left\|\mathcal{N}(z, h) Q_{\frac{3}{2} \delta}^{0}\right\|_{L^{2} \rightarrow L^{2}} \leq B_{8} \sqrt{\delta}+A_{9} h^{1 / 12} \tag{4.9}
\end{equation*}
$$

with $B_{8}>0$ independent of $\delta$ and $A_{9}>0$ independent of $h$.
Proof. We consider several cases concerning $\operatorname{Im} z$.

1. $\operatorname{Im} z \geq h^{1 / 3}$. Following the results in [18], [19], [21] for $\operatorname{Im} z \geq h^{1 / 2-\varepsilon}$ and $\varepsilon=1 / 6$, we obtain

$$
\left\|\left(\mathcal{N}(z, h)-O p_{h}(\rho)\right) Q_{\frac{3}{2} \delta}^{0}\right\|_{L^{2} \rightarrow L^{2}} \leq C_{1} \frac{h}{\operatorname{Im} z} \leq C_{1} h^{2 / 3}
$$

with constant $C_{1}>0$ independent of $h$ and depending on $\delta$. For $\operatorname{Im} z \leq \delta$ on the support of $\chi_{\frac{3}{2} \delta}^{0}$ we have $\left|\sqrt{1-r_{0}+\mathbf{i} \operatorname{Im} z}\right| \leq \sqrt{\frac{13 \delta}{4}}$. Applying Proposition 3.1 in [18] we deduce

$$
\left\|O p_{h}(\rho) Q_{\frac{3}{2} \delta}^{0}\right\|_{L^{2} \rightarrow L^{2}} \leq B_{9} \sqrt{\delta} .
$$

2. $h^{2 / 3} \leq \operatorname{Im} z \leq h^{1 / 3}$. In this case, we will apply Proposition 3.3 in [20]. Set $\tilde{\lambda}=-\mathbf{i} \lambda=\frac{\sqrt{z}}{h}$ and for $f \in L^{2}(\Gamma)$ consider the problem

$$
\left\{\begin{array}{l}
\left(\Delta+\tilde{\lambda}^{2}\right) u=0 \text { in } \Omega  \tag{4.10}\\
u=Q_{\delta}^{0} f \text { on } \Gamma \\
u-(\mathbf{i} \tilde{\lambda})-\text { incoming. }
\end{array}\right.
$$

Here we replace $\delta^{2}$ in Section 3, [20] by $\delta$. Since $\operatorname{Im} z>0$ and $u$ is $\mathbf{i} \sqrt{z} / h$-incoming, $u$ is decreasing for $|x|=r \rightarrow \infty$. Hence we may use an integration by parts to obtain Lemma 3.1 in [20] for unbounded domains and the proof of Proposition 3.3 in [20] works. To apply this proposition, we need the conditions

$$
1 \leq|\operatorname{Im} \tilde{\lambda}| \leq \delta \operatorname{Re} \tilde{\lambda}, \operatorname{Re} \tilde{\lambda} \geq C_{\delta} \gg 1
$$

Obviously,

$$
\operatorname{Im} \tilde{\lambda}=h^{-1} \frac{\operatorname{Im} z}{2 \operatorname{Re} \sqrt{z}}, \operatorname{Re} \tilde{\lambda}=h^{-1} \operatorname{Re} \sqrt{z} \geq h^{-1}
$$

The analysis of the proof of Proposition 3.3 in [20] shows that it is sufficient to take $C_{\delta}=\frac{1}{\delta^{1 / 8}}$ and $\frac{\operatorname{Re} \sqrt{z}}{h} \geq \frac{1}{h} \geq \frac{1}{\delta^{1 / 8}}$ holds. On the other hand, for $\operatorname{Im} z \geq h^{2 / 3}$ and small $h$ one gets

$$
1 \leq \frac{1}{2 h^{1 / 3} \sqrt{2}} \leq \frac{\operatorname{Im} z}{2 h \operatorname{Re} \sqrt{z}}
$$

and $\operatorname{Im} z \leq 2 \delta(\operatorname{Re} \sqrt{z})^{2}$ is satisfied by (4.1). Now the estimate (3.11) in [20] for the solution $u$ of (4.10) yields
$\left\|\mathcal{N}(z, h) Q_{\delta}^{0} f\right\|_{L^{2}(\Gamma)} \leq B_{10}\left(\sqrt{\delta}+|\operatorname{Im} \tilde{\lambda}|^{-1 / 4}\right)\|f\|_{L^{2}(\Gamma)} \leq B_{10}\left(\sqrt{\delta}+2^{3 / 8} h^{1 / 12}\right)\|f\|_{L^{2}(\Gamma)}$
with a constant $B_{10}>0$ independent of $\delta$ and $\tilde{\lambda}$. We replace $\delta$ by $3 \delta / 2$ changing the constant $B_{10}$.
3. $-c h|\log h| \leq \operatorname{Im} z \leq h^{2 / 3}$. In this case we have $|\operatorname{Im} z| \leq 2 / 3$ and a semiclassical parametrix for the exterior Dirichlet-to-Neumann map $\mathcal{N}(z, h)$ for strictly convex obstacle has been constructed in Chapter 10 of [15]. In particular, the
estimate (10.32) in [15] for the principal symbol $n_{\text {ext }}\left(x^{\prime}, \xi^{\prime} ; h\right)$ of $\mathcal{N}(z, h)$ in suitable local coordinates yields

$$
\left|\partial_{x^{\prime}}^{\alpha} \partial_{\xi^{\prime}}^{\beta} n_{e x t}\left(x^{\prime}, \xi^{\prime} ; h\right)\right| \leq C_{\alpha, \beta}\left(\left|1-r_{0}\right|+h^{2 / 3}\right)^{1 / 2-\beta_{1}}
$$

where $\xi_{1}$ is the dual variable after a second microlocalisation. The derivatives with respect to $x^{\prime}$ are estimated by $\mathcal{O}\left(\left|1-r_{0}\right|^{1 / 2}+h^{1 / 3}\right)$ and applying Proposition 3.1 in [18] once more, we deduce

$$
\left\|\mathcal{N}(z, h) Q_{\delta}^{0}\right\|_{L^{2} \rightarrow L^{2}} \leq B_{11}\left(\sqrt{\delta}+h^{1 / 3}\right)
$$

with a constant $B_{11}>0$ independent of $\delta$ and $h$. Combining the estimates in the three cases we deduce (4.9).

Remark 4.3. The estimate (4.9) is not optimal. The term $h^{1 / 12}$ comes form the case 2, where we have used the results of [20] established for obstacles with arbitrary geometry. For strictly convex obstacles we may apply the parametrix constructed in Section 5, [11] for $h^{2 / 3} \leq \operatorname{Im} z \leq h^{\varepsilon}, 0<\varepsilon \ll 1$. However, Theorem 5.2 in [11] yields an estimate for $\left\|\mathcal{N}(z, h) O p_{h}\left(\chi_{\varepsilon / 2}^{0}\right)\right\|=\mathcal{O}\left(h^{\varepsilon / 4}\right)$ and some extra work is necessary. Moreover, if $h^{\varepsilon / 2} \leq \delta$, then $h$ should be taken very small for $\varepsilon \ll 1$.

Going back to (4.8), we obtain the estimate

$$
c_{0}\left\|Q_{\delta}^{0} f\right\|^{2} \leq\left(B_{12} \sqrt{\delta}+A_{10} h^{1 / 12}\right)\left\|Q_{\delta}^{0} f\right\|^{2}
$$

with a constant $B_{12}>0$ independent of $\delta$. We fix $\delta=\frac{c_{0}^{2}}{4 B_{12}^{2}}$ and then $A_{10}$ will be fixed too. Finally, for small $h$ we arrange $A_{10} h^{1 / 12}<c_{0} / 2$ and conclude that $Q_{\delta}^{0} f=0$.

For further references notice that for all $f \in H^{1 / 2}, \delta \ll c_{0}^{2}$ and small $h$ we have an estimate similar to (4.5)

$$
\begin{equation*}
\left\|Q_{\delta}^{0} f\right\|_{H^{1 / 2}} \leq C_{4}\left\|\left(\frac{\mathcal{N}(z, h)}{\sqrt{z}}-\gamma\right) Q_{\delta}^{0} f\right\|_{H^{-1 / 2}} \tag{4.11}
\end{equation*}
$$

with constant $C_{4}>0$ depending of $\delta$. To do this, consider

$$
\left.\operatorname{Re}\left(-\frac{(\mathcal{N}(z, h)}{\sqrt{z}}+\gamma\right) Q_{\delta}^{0} f, Q_{\delta}^{0} f\right)
$$

and apply (4.9) for the norm of $\mathcal{N}(z, h)$.
4.3. Analysis of $Q_{\delta}^{-} f$. Set $f_{\delta}^{-}:=Q_{\delta}^{-} f$ and consider

$$
\begin{gathered}
0=\operatorname{Im}\left((\mathcal{N}(z, h)-\gamma \sqrt{z}) f_{\delta}^{-}, f_{\delta}^{-}\right) \\
=\operatorname{Im}\left(\left(T_{N}(z, h)-\gamma \sqrt{z}\right) f_{\delta}^{-}, f_{\delta}^{-}\right)+\mathcal{O}\left(h^{N}\right)\left\|f_{\delta}^{-}\right\|^{2}
\end{gathered}
$$

where $T_{N}(z, h)$ is the parametrix in the hyperbolic region constructed in subsection 3.1. The operator $T_{N}(1, h)$ is self-adjoint, hence $\operatorname{Im}\left(T_{N}(1, h) f_{\delta}^{-}, f_{\delta}^{-}\right)=0$. This implies

$$
\begin{array}{r}
\left|\operatorname{Im}\left(\left(T_{N}(z, h)-\gamma \sqrt{z}\right) f_{\delta}^{-}, f_{\delta}^{-}\right)\right| \\
=|\operatorname{Im} z|\left|\operatorname{Re}\left(\left(\frac{\partial T_{N}\left(z_{t}, h\right)}{\partial z}-\frac{\gamma}{2 \sqrt{z_{t}}}\right) f_{\delta}^{-}, f_{\delta}^{-}\right)\right|=\mathcal{O}\left(h^{N}\right)\left\|f_{\delta}^{-}\right\|^{2} \tag{4.12}
\end{array}
$$

with $z_{t}=1+\mathbf{i} t \operatorname{Im} z, 0<t<1,|\operatorname{Im} z| \leq \delta$. Introduce the operator

$$
F=O p_{h}\left(\frac{1}{2 \sqrt{z_{t}-r_{0}}}\right)-\frac{\gamma}{2 \sqrt{\overline{z_{t}}}}
$$

As in Lemma 3.9 in [18] and Lemma 4.1 in [11] we obtain

$$
\begin{equation*}
\left|\operatorname{Re}\left(\left(\frac{\partial T_{N}\left(z_{t}, h\right)}{\partial z}-\frac{\gamma}{2 \sqrt{z_{t}}}\right) f_{\delta}^{-}, f_{\delta}^{-}\right)-\operatorname{Re}\left(F\left(f_{\delta}^{-}\right), f_{\delta}^{-}\right)\right| \leq A_{11} h\left\|f_{\delta}^{-}\right\|^{2} \tag{4.13}
\end{equation*}
$$

with constant $A_{11}$ independent of $h$. Next $\operatorname{Re}(F g, g)=\frac{1}{2}\left(\left(F+F^{*}\right) g, g\right)$ and the principal symbol of the self-adjoint operator $\frac{1}{2}\left(F+F^{*}\right)$ is

$$
\frac{1}{2} \operatorname{Re}\left(\frac{1}{\sqrt{1+\mathbf{i} t \operatorname{Im} z-r_{0}}}-\frac{\gamma}{\sqrt{1+\mathbf{i} t \operatorname{Im} z}}\right)
$$

Let $\beta(t) \in C^{\infty}(\mathbb{R} ;[0,1])$ be such that $\beta(t)=0$ for $t \leq 1-\delta$ and $\beta(t)=1$ for $t \geq 1-\delta / 2, \beta^{\prime}(t) \geq 0, \forall t \in \mathbb{R}$. Introduce the symbol

$$
\tilde{r}_{0}\left(x^{\prime}, \xi^{\prime}\right):=r_{0}\left(1-\beta\left(r_{0}\right)\right)+\left(1-\frac{\delta}{2}\right) \beta\left(r_{0}\right)
$$

and notice that

$$
1-\tilde{r}_{0}=\left(1-r_{0}\right)\left(1-\beta\left(r_{0}\right)\right)+\frac{\delta}{2} \beta\left(r_{0}\right)
$$

Then $r_{0}=\tilde{r}_{0}$ on $\operatorname{supp} \chi_{\delta}^{-}$and for $1-\delta \leq r_{0} \leq 1-\delta / 2$ one deduces

$$
1-\tilde{r}_{0} \geq \frac{\delta}{2}\left(1-\beta\left(r_{0}\right)\right)+\frac{\delta}{2} \beta\left(r_{0}\right)=\delta / 2
$$

because $1-\frac{3 \delta}{2} \geq 1-c_{0}^{2}>0$. Consequently,

$$
1-\tilde{r}_{0} \geq \delta / 2, \forall\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma)
$$

Moreover,
$R_{h}=\sqrt{1+\mathbf{i} t \operatorname{Im} z-\tilde{r}_{0}}-\sqrt{1+\mathbf{i} t \operatorname{Im} z-r_{0}}=\frac{r_{0}-\tilde{r}_{0}}{\sqrt{1+\mathbf{i} t \operatorname{Im} z-\tilde{r}_{0}}+\sqrt{1+\mathbf{i} t \operatorname{Im} z-r_{0}}}$ implies $\left\|O p_{h}\left(R_{h}\right) f_{\delta}^{-}\right\|=\mathcal{O}\left(h^{\infty}\right)\left\|f_{\delta}^{-}\right\|$. The same is true for the operator with symbol

$$
\frac{1}{\sqrt{1+\mathbf{i} t \operatorname{Im} z-\tilde{r}_{0}}}-\frac{1}{\sqrt{1+\mathbf{i} t \operatorname{Im} z-r_{0}}}
$$

We are going to study the operator with principal symbol

$$
\begin{equation*}
s\left(x^{\prime}, \xi^{\prime} ; z\right)=\operatorname{Re}\left(\frac{1}{\sqrt{1+\mathbf{i} t \operatorname{Im} z-\tilde{r}_{0}}}-\frac{\gamma}{\sqrt{1+\mathbf{i} t \operatorname{Im} z}}\right) \tag{4.14}
\end{equation*}
$$

Our purpose is to prove that for $\operatorname{Im} z$ satisfying (4.1), the symbol $s\left(x^{\prime}, \xi^{\prime} ; z\right)$ is elliptic.

Set $y=\sqrt{1+t^{2}(\operatorname{Im} z)^{2}}, q=\sqrt{\left(1-\tilde{r}_{0}\right)^{2}+t^{2}(\operatorname{Im} z)^{2}}$, and let

$$
z_{t}=y e^{\mathbf{i} \varphi}, 1-\tilde{r}_{0}+\mathbf{i} \operatorname{Im} z=q e^{\mathbf{i} \psi}, 0 \leq|\varphi| \leq \pi / 4,0 \leq|\psi| \leq \pi / 4
$$

Therefore

$$
\begin{gathered}
s\left(x^{\prime}, \xi^{\prime} ; z\right)=\operatorname{Re}\left(\frac{e^{-\mathbf{i} \psi / 2}}{\sqrt{q}}-\gamma \frac{e^{-\mathbf{i} \varphi / 2}}{\sqrt{y}}\right)=\frac{1}{\sqrt{y q}}\left[\sqrt{y} \cos \frac{\psi}{2}-\gamma \sqrt{q} \cos \frac{\varphi}{2}\right] \\
=\frac{1}{\sqrt{y q}} \frac{y \cos ^{2} \frac{\psi}{2}-\gamma^{2} q \cos ^{2} \frac{\varphi}{2}}{\sqrt{y} \cos \frac{\psi}{2}+\sqrt{q} \cos \frac{\varphi}{2}}
\end{gathered}
$$

$$
=\frac{1}{2 \sqrt{y q}} \frac{y(1+\cos \psi)-\gamma^{2} q(1+\cos \varphi)}{\sqrt{y} \cos \frac{\psi}{2}+\sqrt{q} \cos \frac{\varphi}{2}}
$$

On the other hand,

$$
\begin{aligned}
y(1+\cos \psi) & -\gamma^{2} q(1+\cos \varphi)=y\left(1+\frac{1-\tilde{r}_{0}}{q}\right)-\gamma^{2} q\left(1+\frac{1}{y}\right) \\
& =\frac{1}{y q}\left[y^{2}\left(1-\tilde{r}_{0}+q\right)-\gamma^{2} q^{2}(1+y)\right] .
\end{aligned}
$$

Write the symbol in the brackets [...] as

$$
\begin{gathered}
s_{1}=y^{2}\left(2\left(1-\tilde{r}_{0}\right)+\frac{t^{2}(\operatorname{Im} z)^{2}}{q+1-\tilde{r}_{0}}\right)-\gamma^{2}(1+y)\left(\left(1-\tilde{r}_{0}\right)^{2}+t^{2}(\operatorname{Im} z)^{2}\right) \\
\geq(1+y)\left[\left(1-\tilde{r}_{0}\right)\left(y-\gamma^{2}\left(1-\tilde{r}_{0}\right)\right)-\gamma^{2} t^{2}(\operatorname{Im} z)^{2}+\frac{y^{2} t^{2}(\operatorname{Im} z)^{2}}{(1+y)\left(q+1-\tilde{r}_{0}\right)}\right] \\
\geq(1+y)\left[d_{0}-\gamma^{2}(\operatorname{Im} z)^{2}\right]
\end{gathered}
$$

with

$$
d_{0}=\left(1-\tilde{r}_{0}\right)\left(1-\gamma^{2}\left(1-\tilde{r}_{0}\right)\right) \geq\left(1-\tilde{r}_{0}\right)\left(1-c_{1}^{2}\left(1-\tilde{r}_{0}\right)\right)=G\left(\tilde{r}_{0}\right)
$$

The function $G\left(\tilde{r}_{0}\right)$ has a maximum for $\tilde{r}_{0}=1-\frac{1}{2 c_{1}^{2}}=c_{3}$ and $c_{3}<1-\delta / 2$. Let $\min _{\tilde{r}_{0} \in[0,1-\delta / 2]} G\left(\tilde{r}_{0}\right)=d_{1}$. If $c_{1}^{2} \leq 1 / 2$, then $d_{1}=\frac{\delta}{2}\left(1-c_{1}^{2} \frac{\delta}{2}\right)$. For $0<c_{3}<1-\delta / 2$, we have

$$
d_{1}=\left\{\begin{array}{l}
\frac{\delta}{2}\left(1-c_{1}^{2} \frac{\delta}{2}\right), \text { if } \frac{1}{2}<c_{1}^{2} \leq \frac{1}{1+\delta / 2} \\
1-c_{1}^{2}, \text { if } c_{1}^{2}>\frac{1}{1+\delta / 2}
\end{array}\right.
$$

For simplicity we use the crude estimate $d_{0} \geq \frac{\delta}{2}\left(1-c_{1}^{2}\right)$.
By (4.1)

$$
\begin{equation*}
|\operatorname{Im} z| \leq \frac{\sqrt{\delta}}{2 c_{1}} \sqrt{1-c_{1}^{2}} \leq \frac{1}{\gamma} \sqrt{\frac{d_{0}}{2}} \tag{4.15}
\end{equation*}
$$

and we obtain

$$
s\left(x^{\prime}, \xi^{\prime} ; z\right) \geq \frac{d_{0}}{4(y q)^{3 / 2}(\sqrt{y}+\sqrt{q})} \geq \frac{d_{0}}{4 y^{2} q^{3 / 2}} \geq \frac{d_{0}}{8\left(1+\delta^{2}\right)^{3 / 4}}
$$

Notice that for some values of $\gamma(x)$ the term

$$
Y=-\gamma^{2}+\frac{y^{2}}{(1+y)\left(q+1-\tilde{r}_{0}\right)}
$$

could be positive. On the other hand,

$$
\frac{y^{2}}{(1+y)\left(q+1-\tilde{r}_{0}\right)}=\frac{1}{4\left(1-\tilde{r}_{0}\right)}+\mathcal{O}(|\operatorname{Im} z|)
$$

and for $\tilde{r}_{0}=0, \operatorname{Im} z=0$, the function $Y$ may take negative values. For this reason we simply estimate $Y$ from below by $-\gamma^{2}$. Finally,

$$
\operatorname{Re}\left(F\left(f_{\delta}^{-}\right), f_{\delta}^{-}\right) \geq\left(\frac{d_{0}}{8\left(1+\delta^{2}\right)^{3 / 4}}-A_{12} h\right)\left\|f_{\delta}^{-}\right\|^{2}
$$

with $A_{12}>0$ independent of $h$. Assuming $f_{\delta}^{-} \neq 0$ and taking together (4.12) and (4.13), for small $h$ we have

$$
|\operatorname{Im} z| \leq B_{N} h^{N}, \forall N \in \mathbb{N}
$$

Now for $\lambda=\frac{\mathbf{i} \sqrt{z}}{h}$ with $z=1+\mathbf{i} \operatorname{Im} z$ one obtains

$$
\operatorname{Re} \sqrt{z} \geq 1,|\operatorname{Im} \sqrt{z}|=\left|\frac{\operatorname{Im} z}{2 \operatorname{Re} \sqrt{z}}\right| \leq \frac{B_{N}}{2} h^{N}
$$

and for $0<h \leq \delta_{0}$ we deduce

$$
\begin{gathered}
\frac{1}{h} \leq|\operatorname{Im} \lambda| \leq \frac{\sqrt{2}}{h} \\
|\operatorname{Re} \lambda|=\left|\frac{\operatorname{Im} \sqrt{z}}{h}\right| \leq \frac{B_{N}}{2} h^{N-1} \leq C_{N}|\operatorname{Im} \lambda|^{-N+1},|\operatorname{Im} \lambda| \geq \frac{1}{\delta_{0}}
\end{gathered}
$$

Next

$$
\frac{\sqrt{\delta}}{2 c_{1}} \leq \frac{c_{0}}{2 c_{1}} \leq \frac{1}{2}
$$

and from (4.1) we give $\delta_{0} \leq \min \left\{c_{0}^{2}, \frac{\sqrt{1-c_{1}^{2}}}{2}\right\}$. This completes the proof of Theorem 1.1.

## 5. Properties of the operator $P(\tilde{h})$ for real $\tilde{h}$

In the section we use the notations of preceding sections. Let $\tilde{h} \in L, h=\operatorname{Re} \tilde{h}$. Introduce a function $\alpha\left(x^{\prime}, \xi^{\prime}\right) \in C^{\infty}\left(T^{*}(\Gamma):[0,1]\right)$ such that

$$
\alpha\left(x^{\prime}, \xi^{\prime}\right)=\left\{\begin{array}{l}
0, \text { if } r_{0} \geq 1-\frac{c_{0}^{2}\left(1+\varepsilon_{1}\right)}{2} \\
1, \text { if } r_{0} \leq 1-\frac{3 c_{0}^{2}}{5}
\end{array}\right.
$$

where $0<\varepsilon_{1} \ll 1$ satisfies the inequality $5\left(1+\varepsilon_{1}\right)<6$. Let $\tilde{T}_{N}(\tilde{h})$ be the parametrix in the hyperbolic region $\mathscr{H}$ constructed in subsection 3.2 for the problem (3.14) with boundary data $O p_{\tilde{h}}(\alpha) f$. Recall that this parametrix is holomorphic for $\tilde{h} \in L$. As in (3.17) we obtain

$$
\left(\tilde{\mathcal{N}}(\tilde{h})-\tilde{T}_{N}(\tilde{h})\right) O p_{\tilde{h}}(\alpha)=\mathcal{R}_{N}(h) O p_{\tilde{h}}(\alpha), \tilde{h} \in L
$$

with $\left\|\mathcal{R}_{N}\right\|_{L^{2}(\Gamma) \rightarrow H^{1}(\Gamma)}=\mathcal{O}\left(|h|^{N}\right)$. The operator $-\tilde{T}_{N}(h) O p_{h}(\alpha)$ is self-adjoint. However for $h^{2} r_{0}>1$ the principal symbol $-\sqrt{1-h^{2} r_{0}}$ of $\tilde{T}_{N}(h)$ is not real valued (see the end of Section 3). To deal with a holomorphic in $\tilde{h}$ operator, we add some additional terms. We fix $\delta=\frac{c_{0}^{2}}{2}$ and consider the function $\beta(t) \in C^{\infty}(\mathbb{R} ;[0,1])$ introduced in the previous section with this $\delta$. Recall that $\beta\left(r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right)=0$ for $r_{0} \leq 1-\frac{c_{0}^{2}}{2}$ and $\beta\left(r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right)=1$ for $r_{0} \geq 1-\frac{c_{0}^{2}}{4}$. This choice of $\delta$ is not related to that in Section 4. In fact, in the proof of Theorem 1.1 we have choose $\delta \ll c_{0}$ and we obtained an eigenvalue free region $\mathcal{Q}_{N}$ depending of $c_{0}$ and $c_{1}$ and small $h$. The function $\beta$ and $\delta$ will be fixed and there are no confusion. Later in Section 6 we will use the functions $\chi_{\omega}^{ \pm}, \chi_{\omega}^{0}$ and the small parameter $\omega$ will different from $\delta$ fixed here.

Set $A(h)=O p\left(1-\beta\left(r_{0}\left(x^{\prime}, h \xi^{\prime}\right)\right)\right.$. In the following $O p(a)$ with symbol $a\left(x^{\prime}, h \xi^{\prime} ; h\right)$ denotes the classical pseudo-differential operator

$$
(O p(a) f)(x)=(2 \pi)^{d-1} \iint e^{\mathbf{i}\left\langle y^{\prime}-x^{\prime}, \xi^{\prime}\right\rangle} a\left(x^{\prime}, h \xi^{\prime} ; h\right) f\left(y^{\prime}\right) d y^{\prime} d \xi^{\prime}
$$

and similarly if one has $\tilde{h}$ at the place of $h$. Obviously,

$$
\begin{equation*}
\sup \left(1-\beta\left(r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right)\right) \cap \operatorname{supp} \alpha\left(x^{\prime}, \xi^{\prime}\right)=\emptyset \tag{5.1}
\end{equation*}
$$

Let

$$
Q(\tilde{h})=-\tilde{T}_{N}(\tilde{h}) A(h)+\gamma(x)+(I d-A(h)) O p\left(\sqrt{1+\tilde{h}^{2} r_{0}}\right)
$$

To extend $Q(\tilde{h})$ for $\tilde{h} \in L$ we must extend holomorphically for $\tilde{h} \in L$ the operator $A(h)$. Since the symbol of this operator vanishes for large $\left\|\xi^{\prime}\right\|$, we may apply Proposition A. 1 in [14]. According to this result, for small $h_{0}$ and $\tilde{h} \in L$ there exists an operator $R(\tilde{h})$ such that

$$
\partial_{\tilde{h}}^{k} R(\tilde{h})=\mathcal{O}\left(|\tilde{h}|^{\infty}\right): H^{-s} \rightarrow H^{s}, \forall k \geq 0, \forall s \geq 0
$$

and $\tilde{A}_{0}(h)=A(h)+R(h)$ extends holomorphically to the domain $L$. Moreover, the extension $\tilde{A}_{0}(\tilde{h})$ has the form $\tilde{A}_{0}(\tilde{h})=B\left(h ; \frac{\tilde{h}}{|h|}\right)$ with a classical pseudo-differential operator $B \in L_{c l}^{0,0}(\Gamma)$ and $\rho \notin \widetilde{W F}(A(h))$ implies $\rho \notin \widetilde{W F}\left(\tilde{A}_{0}(\tilde{h})\right)$. After this manipulation we introduce the operator

$$
P(\tilde{h}):=-\tilde{T}_{N}(\tilde{h}) \tilde{A}_{0}(\tilde{h})+\gamma(x)+\left(I d-\tilde{A}_{0}(\tilde{h})\right) O p\left(\sqrt{1+\tilde{h}^{2} r_{0}}\right)
$$

which is holomorphic for $\tilde{h} \in L$. Notice that (5.1) implies

$$
\widetilde{W F}(I d-A(h)) \cap \widetilde{W F}\left(O p\left(\alpha\left(x^{\prime}, h \xi^{\prime}\right)\right)=\emptyset,\right.
$$

hence

$$
\widetilde{W F}\left(I d-\tilde{A}_{0}(\tilde{h})\right) \cap \widetilde{W F}\left(O p\left(\alpha\left(x^{\prime}, h \xi^{\prime}\right)\right)=\emptyset\right.
$$

This leads to

$$
\begin{array}{rl}
(C(\tilde{h})-P(\tilde{h})) O & O(\alpha)=-\left(\tilde{\mathcal{N}}(\tilde{h})-\tilde{T}_{N}(\tilde{h}) \tilde{A}_{0}(\tilde{h})\right) O p(\alpha)+\mathcal{O}\left(|h|^{\infty}\right) \\
=-\left(\tilde{\mathcal{N}}(\tilde{h})-\tilde{T}_{N}(\tilde{h})\right) O p(\alpha)+\mathcal{O}\left(|h|^{\infty}\right)=\mathcal{O}\left(|h|^{N}\right) \tag{5.2}
\end{array}
$$

In this section we study the self-adjoint operator $P(h)$ for $\operatorname{Re} \tilde{h}=h$ with principal symbol

$$
p_{1}\left(x^{\prime}, h \xi^{\prime}\right):=-\sqrt{1-h^{2} r_{0}}\left(1-\beta\left(h^{2} r_{0}\right)\right)+\gamma(x)+\beta\left(h^{2} r_{0}\right) \sqrt{1+h^{2} r_{0}}
$$

Choose $0<2 \eta=1-c_{1}^{2} \leq 1-2 \delta, \varepsilon_{0}=\frac{\eta^{2}}{8(1+\eta)}$. For two operators $L_{1}, L_{2}$ we say that $L_{1} \leq L_{2}$ if $\left(L_{1} u, u\right) \leq\left(L_{2} u, u\right)$.

Proposition 5.1. For small $h$ depending of $\varepsilon_{0}$ we have the inequality

$$
\begin{equation*}
h \frac{d P(h)}{d h}+P(h) O p\left(\left(1+h^{2} r_{0}\right)^{-1 / 2}\right) P(h) \geq \varepsilon_{0} O p\left(\sqrt{1+h^{2} r_{0}}\right) \tag{5.3}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
& h \frac{d p_{1}}{d h}=h^{2} r_{0}\left(\frac{1-\beta\left(h^{2} r_{0}\right)}{\sqrt{1-h^{2} r_{0}}}+\frac{\beta\left(h^{2} r_{0}\right)}{\sqrt{1+h^{2} r_{0}}}\right) \\
& +2 h^{2} r_{0} \beta^{\prime}\left(h^{2} r_{0}\right)\left(\sqrt{1-h^{2} r_{0}}+\sqrt{1+h^{2} r_{0}}\right)
\end{aligned}
$$

and one obtains $h \frac{d p_{1}}{d h} \geq 0, \forall\left(x^{\prime}, \xi^{\prime}\right)$.
We consider several cases.

1. $0 \leq h^{2} r_{0} \leq \eta$. Then $\sqrt{1-h^{2} r_{0}} \geq \sqrt{1-\eta}, \beta\left(h^{2} r_{0}\right)=0$ and

$$
p_{1}=-\sqrt{1-h^{2} r_{0}}+\gamma \leq-\sqrt{1-\eta}+c_{1}=-\frac{\eta}{c_{1}+\sqrt{1-\eta}}
$$

This implies

$$
\begin{equation*}
h \frac{d p_{1}}{d h}+\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}} \geq \frac{\eta^{2}}{(1+\eta)\left(c_{1}+\sqrt{1-\eta}\right)^{2}} \sqrt{1+h^{2} r_{0}}>2 \varepsilon_{0} \sqrt{1+h^{2} r_{0}} \tag{5.4}
\end{equation*}
$$

2. $\eta<h^{2} r_{0} \leq 1-\delta$. Then $\beta\left(h^{2} r_{0}\right)=0$ and

$$
\begin{equation*}
h \frac{d p_{1}}{d h}+\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}} \geq \frac{\eta}{\sqrt{1-h^{2} r_{0}}} \geq \eta \sqrt{1+h^{2} r_{0}} \tag{5.5}
\end{equation*}
$$

3. $1-\delta<h^{2} r_{0} \leq 1-\frac{\delta}{2}$. We obtain

$$
\begin{align*}
& h \frac{d p_{1}}{d h}+\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}} \geq(1-\delta)\left(\frac{1-\beta\left(h^{2} r_{0}\right)}{\sqrt{\delta}}+\frac{\beta\left(h^{2} r_{0}\right)}{\sqrt{2-\delta / 2}}\right) \\
& \quad>\frac{1-\delta}{\sqrt{2-\delta / 2}} \geq \frac{1-\delta}{2-\delta / 2} \sqrt{1+h^{2} r_{0}}>\frac{1-\delta}{2} \sqrt{1+h^{2} r_{0}} \tag{5.6}
\end{align*}
$$

4. $h^{2} r_{0}>1-\frac{\delta}{2}$. Therefore, $\beta\left(h^{2} r_{0}\right)=1$ and

$$
\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}}>\sqrt{1+h^{2} r_{0}}
$$

Clearly, $\eta<\frac{1-\delta}{2}$ and $2 \varepsilon_{0}=\frac{\eta^{2}}{4(1+\eta)}<\eta$. Taking together the estimates (5.4), (5.5), (5.6), we get

$$
h \frac{d p_{1}}{d h}+\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}}-2 \varepsilon_{0} \sqrt{1+h^{2} r_{0}} \geq 0
$$

By the sharp semiclassical Gärding inequality we deduce

$$
\left(h O p\left(\frac{d p_{1}}{d h}\right) f+O p\left(\frac{p_{1}^{2}}{\sqrt{1+h^{2} r_{0}}}\right) f, f\right) \geq 2 \varepsilon_{0}\left(O p\left(\sqrt{1+h^{2} r_{0}}\right) f, f\right)-C_{1} h\|f\|_{H^{1 / 2}}^{2}
$$

The norm of the low order terms on the left hand side of (5.3) can be estimated by $C_{2} h\|f\|^{2}, C_{2}>0$. Finally, $h\left(C_{1}\|f\|_{H^{1 / 2}}^{2}+C_{2}\|f\|^{2}\right)$ can be absorbed by $\varepsilon_{0}\|f\|_{H^{1 / 2}}^{2}$ choosing $h$ small, and this completes the proof.
Remark 5.4. The choice of $\varepsilon_{0}$ is independent of $\delta$ and the function $\beta\left(r_{0}\right)$ and $\varepsilon_{0}=$ $o\left(\left(1-c_{1}\right)^{2}\right)$, so $\varepsilon_{0} \searrow 0$ as $c_{1} \nearrow 1$. We have a similar phenomenon in the case $\gamma(x)>$ 1, $\forall x \in \Gamma$ (see Remark 2 in [12]), where $\varepsilon_{0}=o\left(\left(1-\tilde{c}_{0}\right)^{2}\right)$, $\tilde{c}_{0}=\min _{x \in \Gamma} \gamma(x)>1$. On the other hand, $h$ depends of $\varepsilon_{0}$ and we must take $h \leq h_{0}=o\left(\left(1-c_{1}\right)^{2}\right)$.

Let $0<h \leq h_{0} \ll 1$ and let

$$
\mu_{1}(h) \leq \mu_{2}(h) \leq \ldots \leq \mu_{k}(h) \leq \ldots
$$

be the eigenvalues of the self-adjoint operator $P(h)$. We repeat without changes the arguments of Section 4 in [12] and Section 4 in [14]. For convenience of the reader, we mention briefly the main steps and we refer to [12], [14] for more details. The number of negative eigenvalues

$$
k_{0}=\sharp\left\{k: \mu_{k}\left(h_{0}\right) \leq 0\right\}=\left(2 \pi h_{0}\right)^{-(d-1)} \iint_{p_{1}\left(x^{\prime}, \xi^{\prime}\right) \leq 0} d x^{\prime} d \xi^{\prime}+\mathcal{O}\left(h_{0}^{-d+2}\right)
$$

is finite and

$$
\begin{equation*}
\mathcal{E}=\left\{\left(x^{\prime}, \xi^{\prime}\right): p_{1}\left(x^{\prime}, \xi^{\prime}\right) \leq 0\right\}=\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\gamma^{2}\left(x^{\prime}\right)\right\} \tag{5.7}
\end{equation*}
$$

In fact, $p_{1} \leq 0$ implies

$$
r_{0} \leq 1-\gamma^{2} \leq 1-c_{0}^{2}
$$

On the other hand, $\beta\left(r_{0}\right)>0$ yields $r_{0}>1-\delta=1-\frac{c_{0}^{2}}{2}$ and this contradicts the above inequality. Thus $\left(x^{\prime}, \xi^{\prime}\right) \in \mathcal{E} \Longleftrightarrow \beta\left(r_{0}\left(x^{\prime}, \xi^{\prime}\right)\right)=0$ and we obtain (5.7).

Notice that $k_{0}$ is independent of $\delta$ and the function $\beta$. For $k>k_{0}$ the eigenvalues $\mu_{k}\left(h_{0}\right)$ are positive. By applying (5.3), we show that $\mu_{k}(h)$ are locally Lipschitz functions and the derivatives $\frac{d \mu_{k}(h)}{d h}$ are almost defined. Repeating the argument in [12], [14], for $\mu_{k}(h) \in[-\alpha, \alpha], 0<\alpha \ll 1, h \in\left[h_{1}, h_{2}\right]$, one establishes the estimates

$$
\frac{\varepsilon_{0}}{2} \leq h \frac{d \mu_{k}(h)}{d h} \leq c_{2}, k>k_{0}
$$

We discuss briefly only the proof of lower bound in the above estimate. Let $h_{1}$ be small and let $\mu_{k}\left(h_{1}\right)$ have multiplicity $m$. For $h$ sufficiently close to $h_{1}$ one has exactly $m$ eigenvalues and we denote by $F(h)$ the space spanned by them. We denote by $\dot{a}(h)$ the derivatives of $a(h)$ with respect to $h$. Let $h_{2}$ be close to $h_{1}$ and let $e\left(h_{2}\right)$ be a normalised eigenfunction with eigenvalue $\mu_{k}\left(h_{2}\right)$. We construct a smooth extension $e(h) \in F(h), h \in\left[h_{1}, h_{2}\right]$ of $e\left(h_{2}\right)$ with $\|e(h)\|=1, \dot{e}(h) \in F(h)^{\perp}$. Obviously, $e\left(h_{1}\right)$ will be normalised eigenfunction with eigenvalue $\mu_{k}\left(h_{1}\right)$. Since $\mu_{k}(h) \in[-\alpha, \alpha], h \in\left[h_{1}, h_{2}\right]$, we have $\|P(h) e(h)\| \leq \alpha$. To estimate $h \frac{d \mu_{k}(h)}{d h}$ from below, we apply (5.3). For $\alpha=\sqrt{\frac{\varepsilon}{2}}$ we have

$$
\begin{aligned}
& h \frac{d \mu_{k}(h)}{d h}=(h \dot{P}(h) e(h), e(h)) \geq \varepsilon_{0}\left(O p\left(\sqrt{1+h^{2} r_{0}}\right) e(h), e(h)\right) \\
& -\left(O p\left(\left(1+h^{2} r_{0}\right)^{-1 / 2}\right) P(h) e(h), P(h) e(h)\right) \geq \varepsilon_{0}-\alpha^{2} \geq \varepsilon_{0} / 2
\end{aligned}
$$

Consequently, for $h \in\left[h_{1}, h_{2}\right]$ one has

$$
\mu_{k}\left(h_{2}\right)-\mu_{k}\left(h_{1}\right) \geq \frac{\varepsilon_{0}}{2} \int_{h_{1}}^{h_{2}} h^{-1} d h \geq \frac{\varepsilon_{0}}{2 h_{2}}\left(h_{2}-h_{1}\right)
$$

and

$$
\frac{\varepsilon_{0}}{2} \leq h \frac{d \mu_{k}(h)}{d h}
$$

The above inequality combined with the continuity of $\mu_{k}(h)$ implies that if for $h<h_{0}, k>k_{0}$ we have $\mu_{k}(h)<0$, then there exists unique $h<h_{k}<h_{0}$ such that $\mu_{k}\left(h_{k}\right)=0$. Clearly, the operator $P\left(h_{k}\right)$ is not invertible. Thus we are led to count for $0<\frac{1}{r} \leq h_{0}$ the number of the negative eigenvalues of $P(1 / r)$ which can be expressed by well known formula.

Repeating without any change the argument in [14], we choose $p>d$ and construct intervals $I_{k, p}$ containing $h_{k}$ with length $\left|I_{k, p}\right| \sim h^{p+1}$ and $\left|\mu_{k}(h)\right| \geq h^{p}$ for $h \in$ $\left(0, h_{0}\right] \backslash I_{k, p}$. Next, one constructs closed disjoint intervals $J_{k, p},\left|J_{k, p}\right|=\mathcal{O}\left(h^{p+2-d}\right)$ so that

$$
\bigcup_{k>k_{0}} I_{k, p}=\bigcup_{k>k_{0}} J_{k, p}
$$

and we obtain the following
Proposition 5.2 (Prop. 4.1, [14]). Let $p>d$ be fixed. The inverse operator $P(h)^{-1}: L^{2} \rightarrow L^{2}$ exists and has norm $\mathcal{O}\left(h^{-p}\right)$ for $h \in\left(0, h_{0}\right] \backslash \Omega_{p}$, where $\Omega_{p}=$ $\cup_{k} J_{k, p}$. Moreover, the number of intervals $J_{k, p}$ that intersect $[h / 2, h]$ for $0<h \leq h_{0}$ is at most $\mathcal{O}\left(h^{1-p}\right)$.

## 6. RELATION BETWEEN THE TRACE FORMULAS FOR $P(\tilde{h})$ AND $C(\tilde{h})$

In this section we study $C(\tilde{h})$ and $P(\tilde{h})$ for complex $\tilde{h} \in L$. Moreover, $\delta=\frac{c_{0}^{2}}{2}$ and $\beta$ are fixed as in the preceding section. We obtain without changes many statements of Sections 5, 6 in [14]. We refer to [14] for the details and below precise citations are given. First, one repeats the proof of Lemma 5.1 in [14] exploiting Proposition 5.1. Thus we get

$$
\begin{equation*}
\left\|P(\tilde{h})^{-1}\right\|_{\mathcal{L}\left(H^{-1 / 2}, H^{1 / 2}\right)} \leq C \frac{h}{|\operatorname{Im} \tilde{h}|}, h>0, \operatorname{Im} \tilde{h} \neq 0 . \tag{6.1}
\end{equation*}
$$

Second, as in Section 5 in [12], one introduces an elliptic operator $M(\tilde{h})$ holomorphic in $L$ such that $P(\tilde{h})-M(\tilde{h}): \mathcal{O}_{s}(1): H^{-s} \rightarrow H^{s}, \forall s$. A modification is necessary since the principal symbol $p_{1}$ vanishes on the set $\Sigma=\left\{\left(x^{\prime}, \xi^{\prime}\right): p_{1}\left(x^{\prime}, \xi^{\prime}\right)=0\right\}$. For this purpose we repeat the argument of Section 5 in [12] and for convenience of the reader we present the proof.

Consider a symbol $\sigma\left(x^{\prime}, \xi^{\prime}\right) \in C_{0}^{\infty}\left(T^{*}(\Gamma) ;[0,1]\right)$ such that

$$
\sigma\left(x^{\prime}, \xi\right)= \begin{cases}1, & \left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma), r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\frac{11 c_{0}^{2}}{12} \\ 0, & \left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma), r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq 1-\frac{5 c_{0}^{2}}{6}\end{cases}
$$

Introduce the operator

$$
M(h)=P(h)+O p\left(\sigma\left(x^{\prime}, h \xi^{\prime}\right)\right)
$$

The principal symbol of $M(h)$ has the form

$$
m\left(x^{\prime}, h \xi^{\prime}\right)=-\sqrt{1-h^{2} r_{0}}\left(1-\beta\left(h^{2} r_{0}\right)\right)+\gamma(x)+\beta\left(h^{2} r_{0}\right) \sqrt{1+h^{2} r_{0}}+\sigma\left(x^{\prime}, h \xi^{\prime}\right)
$$

The operator $M(h)$ is elliptic since for $h^{2} r_{0} \leq 1-\frac{11 c_{0}^{2}}{12}$ we have $m \geq \gamma(x) \geq c_{0}$, for $1-\frac{11 c_{0}^{2}}{12}<h^{2} r_{0} \leq 1-\frac{c_{0}^{2}}{2}$ we get $\beta\left(h^{2} r_{0}\right)=0$ and

$$
m \geq \gamma(x)-\sqrt{1-h^{2} r_{0}} \geq \gamma(x)-\sqrt{\frac{11}{12}} c_{0}
$$

while for $1-\frac{c_{0}^{2}}{2}<h^{2} r_{0} \leq 1-\frac{c_{0}^{2}}{4}$ we obtain $m \geq \gamma(x)-\sqrt{1-h^{2} r_{0}} \geq \gamma(x)-\sqrt{\frac{1}{2}} c_{0}$. Finally, for $h^{2} r_{0} \geq 1-\frac{c_{0}^{2}}{4}$ we have $\beta\left(h^{2} r_{0}\right)=1$ and $m \geq \gamma(x)$.

Consequently, $m \in S_{0,1}^{1}$, the operator $M^{-1}(h): H^{s}-H^{s+1}$ is bounded by $\mathcal{O}_{s}(1)$ and $\widetilde{W F}(P(h)-M(h)) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \leq 1-\frac{5 c_{0}^{2}}{6}\right\}$. By applying Proposition A. 1 in [14], we can extend homomorphically $\sigma\left(x^{\prime}, h \xi^{\prime}\right)$ to $\eta\left(x^{\prime}, \xi^{\prime} ; \tilde{h}\right)$ for $\tilde{h} \in L$. Thus $M(h)$ has a holomorphic extension

$$
M(\tilde{h})=P(\tilde{h})+O p\left(\eta\left(x^{\prime}, \xi^{\prime} ; \tilde{h}\right)\right)
$$

for $\tilde{h} \in L$ and $\widetilde{W F}(P(\tilde{h})-M(\tilde{h})) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \leq 1-\frac{5 c_{0}^{2}}{6}\right\}$. The last relation implies $P(\tilde{h})-M(\tilde{h}): \mathcal{O}_{s}(1): H^{-s} \rightarrow H^{s}, \forall s$.

Next, one deduces the estimate

$$
\begin{equation*}
\left\|P(\tilde{h})^{-1}\right\|_{\mathcal{L}\left(H^{s}, H^{s+1}\right)} \leq C_{s} \frac{h}{|\operatorname{Im} \tilde{h}|}, h>0, \operatorname{Im} \tilde{h} \neq 0 \tag{6.2}
\end{equation*}
$$

applying (6.1) and the representation

$$
\begin{equation*}
P^{-1}=M^{-1}-M^{-1}(P-M) M^{-1}+M^{-1}(P-M) P^{-1}(P-M) M^{-1} \tag{6.3}
\end{equation*}
$$

combined with the property of $P(\tilde{h})-M(\tilde{h})$ mentioned above. Following [14], introduce a piecewise smooth simply positively oriented curve $\gamma_{k . p}$ as a union of four segments: $\left\{h \in J_{k, p}, \operatorname{Im} \tilde{h}= \pm h^{p+1}\right\}$ and $\left\{h \in \partial J_{k, p},|\operatorname{Im} \tilde{h}| \leq h^{p+1}\right\}$, where $J_{k, p}$ is one of the intervals in $\Omega_{p}$ defined in Proposition 5.2. Then we have
Proposition 6.1 (Prop. 5.2, [14]). For every $h \in \gamma_{k, p}$ the inverse operator $P(\tilde{h})^{-1}$ exists and

$$
\left\|P(\tilde{h})^{-1}\right\|_{\mathcal{L}\left(H^{s}, H^{s+1}\right)} \leq C_{s} h^{-p}, \tilde{h} \in \gamma_{k, p}
$$

For the operator $P(\tilde{h})$, we obtain a trace formula repeating without any change the proof in [14]. Let $\mu_{k}\left(h_{k}\right)=0, k>k_{0}$. Define the multiplicity of $h_{k}$ as the $\underset{\sim}{m}$ multiplicity of the eigenvalue $\mu_{k}\left(h_{k}\right)$ and denote the derivate of $A$ with respect to $\tilde{h}$ by $\dot{A}$.
Proposition 6.2 (Prop. 5.3, [14]). Let $\tau \subset L$ be a closed positively oriented $C^{1}$ curve without self intersections which avoids the points $h_{k}$ with $\mu_{k}\left(h_{k}\right)=0$. Then

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\tau} P(\tilde{h})^{-1} \dot{P}(\tilde{h}) d \tilde{h}
$$

is equal to the number of $h_{k}$ in the domain bounded by $\tau$.
Introduce an operator $\chi \in L_{c l}^{0,0}(\Gamma)$ which is holomorphic for $\tilde{h} \in L$ so that

$$
\begin{gathered}
\widetilde{W F}(\chi) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\frac{3 c_{0}^{2}}{4}\right\} \\
\widetilde{W F}(1-\chi) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq 1-\frac{4 c_{0}^{2}}{5}\right\} .
\end{gathered}
$$

We apply (6.3) for $P^{-1}(1-\chi)$, and exploiting

$$
\widetilde{W F}(P(\tilde{h})-M(\tilde{h})) \cap \widetilde{W F}(1-\chi)=\emptyset
$$

we get

$$
\begin{equation*}
P^{-1}=P^{-1} \chi+M^{-1}(1-\chi)+K_{1}, \tilde{h} \in \gamma_{k, p} \tag{6.4}
\end{equation*}
$$

with $K_{1}: \mathcal{O}\left(|\tilde{h}|^{s}\right): H^{-s} \rightarrow H^{s}, \forall s$. For the analysis below consider a product $\chi_{1} P^{-1} \chi_{2}$, where $\chi_{1}, \chi_{2} \in L_{c l}^{0,0}$ are such that $\widetilde{W F}\left(\chi_{1}\right) \cap \widetilde{W F}\left(\chi_{2}\right)=\emptyset$, and $\widetilde{W F}\left(\chi_{1}\right)$ or $\widetilde{W F}\left(\chi_{2}\right)$ is disjoint from $\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \leq 1-\frac{5 c_{0}^{2}}{6}\right\}$. Applying once more (6.3), we deduce $\chi_{1} P^{-1} \chi_{2}: \mathcal{O}\left(|h|^{s}\right): H^{-s} \rightarrow H^{s}, \forall s$.

We pass to the analysis of the inverse of the operator $C(\tilde{h})$. First choosing small $\omega>0$, introduce a partition of unity on $T^{*}(\Gamma)$

$$
1=\chi_{\omega}^{-}+\chi_{\omega}^{0}+\chi_{\omega}^{+},
$$

where the functions $\chi_{\omega}^{j}\left(x^{\prime}, \xi^{\prime}\right), j=0, \pm$ have been introduced in Section 4. We replace $\delta$ by $\omega$ to avoid a confusion with $\delta=\frac{c_{0}^{2}}{2}$ fixed above and choose $\omega \ll c_{0}^{2}$. Let $Q_{\omega}^{j}=O p\left(\chi_{\omega}^{j}\left(x^{\prime}, h \xi^{\prime}\right)\right), \underset{\tilde{N}}{j=0}$, $\pm$. The estimates (4.5) and (4.11) can be written as estimates for $C(\tilde{h})=-\tilde{\mathcal{N}}(\tilde{h})+\gamma(x)$, because

$$
\frac{\mathcal{N}(h, z)}{\sqrt{z}}=\frac{-\left.\mathbf{i} h \partial_{\nu} u\right|_{\Gamma}}{\sqrt{z}}=-\left.\mathbf{i} \tilde{h} \partial_{\nu} u\right|_{\Gamma}=\tilde{\mathcal{N}}(\tilde{h})
$$

Notice that for the proof of (4.11) we must take $\omega \ll c_{0}^{2}$ sufficiently small. From these estimates we deduce

$$
\left\|\left(1-Q_{\omega}^{-}\right) f\right\|_{H^{1 / 2}} \leq\left\|Q_{\omega}^{0} f\right\|_{H^{1 / 2}}+\left\|Q_{\omega}^{+} f\right\|_{H^{1 / 2}}
$$

$$
\leq B\left(\left\|C(\tilde{h}) Q_{\omega}^{0} f\right\|_{H^{-1 / 2}}+\left\|C(\tilde{h}) Q_{\omega}^{+} f\right\|_{H^{-1 / 2}}\right)
$$

with constant $B>0$ depending of $\omega$ and small $h$. We fix $\omega \leq \frac{c_{0}^{2}}{12}$ and obtain

$$
\begin{aligned}
\|f\|_{H^{1 / 2}} & \leq B\left(\|C(\tilde{h}) f\|_{H^{-1 / 2}}+2\left\|C(\tilde{h}) Q_{\omega}^{+} f\right\|_{H^{-1 / 2}}\right. \\
& \left.+\left\|C(\tilde{h}) Q_{\omega}^{-} f\right\|_{H^{-1 / 2}}\right)+\left\|Q_{\omega}^{-} f\right\|_{H^{1 / 2}}
\end{aligned}
$$

By using a parametrix $S_{N}(h)$ in the elliptic region, we have $C(\tilde{h}) Q_{\omega}^{+}=S_{N}(h) Q_{\omega}^{+}+$ $\mathcal{R}_{N}, \mathcal{R}_{N}=\mathcal{O}\left(|\tilde{h}|^{N}\right)$. Then

$$
C(\tilde{h}) Q_{\omega}^{+}=Q_{\omega}^{+} C(\tilde{h})+\left[S_{N}(h), Q_{\omega}^{+}\right]+\mathcal{O}\left(|\tilde{h}|^{N}\right)
$$

and it easy to estimate the norm of the commutator $\left[S_{N}(h), Q_{\omega}^{+}\right]$by $\mathcal{O}(|\tilde{h}|)$. Also by using the parametrix $\tilde{T}_{N}(\tilde{h})$ in the hyperbolic region, we obtain the same result for the commutator $\left[\tilde{T}_{N}(\tilde{h}), Q_{\omega}^{-}\right]$. The terms with norms $\mathcal{O}(|\tilde{h}|)$ can be absorbed by the left hand side of the last inequality and we give

$$
\begin{equation*}
\|f\|_{H^{1 / 2}} \leq B_{1}\left(\|C(\tilde{h}) f\|_{H^{-1 / 2}}+\left\|Q_{\omega}^{-} f\right\|_{H^{1 / 2}}\right) \tag{6.5}
\end{equation*}
$$

Introduce the operator $\tilde{C}(\tilde{h}):=C(\tilde{h})+\tilde{\chi}$, where $\tilde{\chi} \in L_{c l}^{0,0}$ depends homomorphically of $\tilde{h} \in L$ and $\widetilde{W F}(\tilde{\chi})$ is included in a neighborhood of $\Sigma$. To do this, choose $\zeta \in C_{0}^{\infty}\left(T^{*}(\Gamma) ;[0,1]\right)$, so that

$$
\zeta\left(x^{\prime}, \xi^{\prime}\right)=\left\{\begin{array}{l}
1, \text { if } r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\frac{6 c_{0}^{2}}{7} \\
0, \text { if } r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq 1-\frac{5 c_{0}^{2}}{6}
\end{array}\right.
$$

Extend $\zeta$ homomorphically to $\tilde{\zeta}$ for $\tilde{h} \in L$ as we have proceeded above with $\eta$, and define the operator $\tilde{\chi}$ with symbol $\tilde{\zeta}$. Obviously,

$$
\widetilde{W F}(\tilde{\chi}) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right) \in T^{*}(\Gamma): r_{0} \leq 1-\frac{5 c_{0}^{2}}{6}\right\}
$$

Moreover, it is easy to see that $\tilde{C}(\tilde{h})$ is elliptic operator. Indeed, choose a symbol $\eta_{1} \in C_{0}^{\infty}\left(T^{*}(\Gamma) ;[0,1]\right)$ satisfying

$$
\eta_{1}\left(x^{\prime}, \xi^{\prime}\right)=\left\{\begin{array}{l}
1, \text { if } r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\frac{\omega}{2} \\
0, \text { if } r_{0}\left(x^{\prime}, \xi^{\prime}\right) \geq 1-\frac{\omega}{3}
\end{array}\right.
$$

and set $v=O p_{h}\left(\eta_{1}\right)$. We apply (6.5) for $(1-v) f$ and deduce
$\|(1-v) f\|_{H^{1 / 2}} \leq B_{1}\left(\|(1-v) C(\tilde{h}) f\|_{H^{-1 / 2}}+\|[C(\tilde{h}), v] f\|_{H^{-1 / 2}}+\mathcal{O}\left(|\tilde{h}|^{\infty}\right)\|f\|_{H^{1 / 2}}\right)$.
Since $\widetilde{W F}(1-v) \cap \widetilde{W F}(\tilde{\chi})=\emptyset$, we have $(1-v) C(\tilde{h})=(1-v) \tilde{C}(\tilde{h})+\mathcal{O}\left(|\tilde{h}|^{\infty}\right)$ and we may replace $(1-v) C(\tilde{h})$ by $(1-v) \tilde{C}(\tilde{h})$ in the last inequality. On the other hand, $\tilde{C}(\tilde{h})$ is elliptic in the hyperbolic region and similarly to (4.5) we give

$$
\begin{equation*}
\|v f\|_{H^{1 / 2}} \leq B_{2}\left(\|\tilde{C}(\tilde{h}) v f\|_{H^{-1 / 2}}+A h\|f\|_{H^{1 / 2}}\right) \tag{6.7}
\end{equation*}
$$

The commutator $[C(\tilde{h}), v]$ yields a term with norm $\mathcal{O}(|h|)$ and taking together (6.6) and (6.7), we conclude that

$$
\begin{equation*}
\|f\|_{H^{1 / 2}} \leq B_{3}\|\tilde{C}(\tilde{h}) f\|_{H^{-1 / 2}}, \tilde{h} \in L \tag{6.8}
\end{equation*}
$$

This proves that $\tilde{C}(\tilde{h})$ is invertible with inverse $\tilde{C}^{-1}(\tilde{h})$ holomorphic for $\tilde{h} \in L$.
Passing to $C^{-1}(\tilde{h})$, consider the operator

$$
D=\tilde{C}^{-1}(\tilde{h})(1-\chi)+P^{-1}(\tilde{h}) \chi, \tilde{h} \in \gamma_{k, p}
$$

We have

$$
C D=I+(C-\tilde{C}) \tilde{C}^{-1}(1-\chi)+(C-P) P^{-1} \chi
$$

Let $\tilde{\alpha}=O p(\alpha) \in L_{c l}^{0,0}$ with symbol $\alpha\left(x^{\prime}, h \xi^{\prime}\right)$ be the operator introduced in the preceding section. Clearly,
$\widetilde{W F}(\tilde{\alpha}) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \leq 1-\frac{c_{0}^{2}\left(1+\varepsilon_{1}\right)}{2}\right\}, \widetilde{W F}(1-\tilde{\alpha}) \subset\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0} \geq 1-\frac{3 c_{0}^{2}}{5}\right\}$.
Then $(C-P)(1-\tilde{\alpha}) P^{-1} \chi: \mathcal{O}\left(|\tilde{h}|^{s}\right): H^{-s} \rightarrow H^{s}$. On the other hand, according to (5.2), one has

$$
\begin{equation*}
(C-P) \tilde{\alpha}=\mathcal{R}_{N} \tilde{\alpha} \tag{6.9}
\end{equation*}
$$

with $\mathcal{R}_{N}: \mathcal{O}_{s}\left(|\tilde{h}|^{N}\right): H^{s} \rightarrow H^{s}$. Applying (6.2), we conclude that

$$
(C-P) P^{-1} \chi=\mathcal{O}_{s}\left(|\tilde{h}|^{N-p}\right), H^{-s} \rightarrow H^{s}, \tilde{h} \in \gamma_{k, p}
$$

Next $C-\tilde{C}=-\tilde{\chi}$ and $\widetilde{W F}(\tilde{\chi}) \cap \widetilde{W F}(1-\chi)=\emptyset$ implies $\tilde{\chi} \tilde{C}^{-1}(1-\chi)=\mathcal{O}\left(|\tilde{h}|^{s}\right)$ : $H^{-s} \rightarrow H^{s}$. Finally, $C D=I d+\mathcal{O}\left(|\tilde{h}|^{N-p}\right)$ and we can take $N$ arbitrary large. We obtain an inverse $D\left(I d+\mathcal{O}\left(|\tilde{h}|^{N-p}\right)\right)^{-1}$ of $C(\tilde{h})$ and this implies the following
Proposition 6.3. For $\tilde{h} \in \gamma_{k, p}$ we have

$$
\begin{equation*}
\left\|C^{-1}(\tilde{h})\right\|_{\mathcal{L}\left(H^{s}, H^{s+1}\right)} \leq C_{s}|\tilde{h}|^{-p} \tag{6.10}
\end{equation*}
$$

Similarly to (6.4), we get

$$
\begin{equation*}
C^{-1}(\tilde{h})=\tilde{C}^{-1}(\tilde{h})(1-\chi)+P^{-1}(\tilde{h}) \chi+K_{2}(\tilde{h}), \tilde{h} \in \gamma_{k, p} \tag{6.11}
\end{equation*}
$$

with $K_{2}(\tilde{h}): \mathcal{O}_{s}\left(|\tilde{h}|^{N-p}\right): H^{-s} \rightarrow H^{s}$.
Now we are going to compare the traces involving $C(\tilde{h})$ and $P(\tilde{h})$ and our argument is very similar to that in [14]. First, using (6.11), we have

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} C^{-1}(\tilde{h}) \dot{C}(\tilde{h}) d \tilde{h}=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h}) d \tilde{h}+\mathcal{O}_{p}\left(|\tilde{h}|^{N-p}\right)
$$

since $\tilde{C}^{-1}(\tilde{h})(1-\chi)$ is holomorphic. Next write

$$
P^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h})=(1-\tilde{\alpha}) P^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h})+\tilde{\alpha} P^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h})
$$

and observe that $\widetilde{W F}(1-\tilde{\alpha}) \cap \widetilde{W F}(\chi)=\emptyset$. Thus the norm of first term on the right hand side is estimated by $\mathcal{O}\left(|\tilde{h}|^{\infty}\right)$. For the second one we apply the cyclicity of the trace and obtain

$$
P^{-1}(\tilde{h}) \chi(\dot{C}(\tilde{h})-\dot{P}(\tilde{h})) \tilde{\alpha}+P^{-1}(\tilde{h}) \chi \dot{P}(\tilde{h}) \tilde{\alpha}
$$

By using Cauchy formula for the derivative $\frac{\partial}{\partial \tilde{h}}(C(\tilde{h})-P(\tilde{h}))$ and (6.9), we deduce that $P^{-1}(\tilde{h}) \chi(\dot{C}(\tilde{h})-\dot{P}(\tilde{h})) \tilde{\alpha}=\mathcal{O}\left(|\tilde{h}|^{N-p}\right)$. To handle the term $P^{-1}(\tilde{h}) \chi \dot{P}(\tilde{h}) \tilde{\alpha}$ by the cyclicity of the trace we transfer the operator $\tilde{\alpha}$ on the left and conclude that

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h}) d \tilde{h}=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \chi \dot{P}(\tilde{h}) d \tilde{h}+\mathcal{O}\left(|\tilde{h}|^{N-p}\right)
$$

Finally, taking into account (6.4) and the analyticity of $M^{-1}(1-\chi)$, we give

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \chi \dot{P}(\tilde{h}) d \tilde{h}=\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \dot{P}(\tilde{h}) d \tilde{h}+\mathcal{O}\left(|\tilde{h}|^{\infty}\right)
$$

The difference

$$
\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} C^{-1}(\tilde{h}) \chi \dot{C}(\tilde{h}) d \tilde{h}-\operatorname{tr} \frac{1}{2 \pi \mathbf{i}} \int_{\gamma_{k, p}} P^{-1}(\tilde{h}) \chi \dot{P}(\tilde{h}) d \tilde{h}
$$

is a negligible term, hence this difference is zero. Repeating the argument in [14], [12], we obtain a bijection between $\left(0, h_{0}\right] \ni h_{k} \Leftrightarrow \mu_{j} \in\left(\sigma_{p}(G) \cup \operatorname{Res}(G)\right)$ and we must count the negative eigenvalues $\mu_{k}\left(r^{-1}\right)$ of $P\left(r^{-1}\right), r \geq C_{\gamma}$. By the well known formula we have

$$
\begin{equation*}
\sharp\left\{k: \mu_{k}\left(r^{-1}\right) \leq 0\right\}=\frac{r^{d-1}}{(2 \pi)^{d-1}} \int_{p_{1}\left(\left(x^{\prime}, \xi^{\prime}\right) \leq 0\right.} d x^{\prime} d \xi^{\prime}+\mathcal{O}_{\gamma}\left(r^{d-2}\right) . \tag{6.12}
\end{equation*}
$$

Applying (5.7), the integration is over $\left\{\left(x^{\prime}, \xi^{\prime}\right): r_{0}\left(x^{\prime}, \xi^{\prime}\right) \leq 1-\gamma^{2}\left(x^{\prime}\right)\right\}$ and we obtain the leading term in (1.4). This completes the proof of Theorem 1.2.

## Appendix

In this Appendix we assume that $K=B_{3}=\left\{x \in \mathbb{R}^{3}:|x| \leq 1\right\}$ and $\gamma \geq 0$ is a constant. We will prove the following

Proposition A.4. For $K=B_{3}$ and $0<\gamma<1$ the operator $G$ has no eigenvalues.
Proof. Consider the dissipative problem

$$
\left\{\begin{array}{l}
\left(-\Delta+\lambda^{2}\right) u=0 \text { in }|x|>1  \tag{A.1}\\
\partial_{r} u-\lambda \gamma u=0, \text { on }|x|=1 \\
u-\lambda-\text { incoming }
\end{array}\right.
$$

Set in (A.1) $\lambda=\mathbf{i} \mu$. The incoming solution of (A.1) in polar coordinates $(r, \omega) \in$ $\mathbb{R}^{+} \times \mathbb{S}^{2}$ has the form

$$
u(r, \omega, \mu)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_{n, m} \frac{h_{n}^{(1)}(\mu r)}{h_{n}^{(1)}(\mu)} Y_{n, m}(\omega)
$$

Here $h_{n}^{(1)}(r)=\frac{H_{n+1 / 2}^{(1)}(r)}{r^{1 / 2}}$ are the spherical (modified) Hankel functions of first kind, $Y_{n, m}(\omega)$ are the eigenfunctions of the Laplace-Beltrami operator $-\Delta_{\mathbb{S}^{2}}$ with eigenvalues $n(n+1)$ and

$$
\left.u\right|_{|x|=1}=f(\omega)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_{n, m} Y_{n, m}(\omega)
$$

To satisfy the boundary condition we must have

$$
C(n ; \mu, \gamma) a_{n, m}=0, \forall n,-n \leq m \leq n
$$

where

$$
C(n ; \mu, \gamma)=\left.\partial_{r}\left(\frac{h_{n}^{(1)}(\mu r)}{h_{n}^{(1)}(\mu)}\right)\right|_{r=1}-\mathbf{i} \mu \gamma, n \in \mathbb{N}, \operatorname{Im} \mu>0
$$

Our purpose is to prove that $C(n ; \mu, \gamma) \neq 0$ for $\operatorname{Im} \mu>0$ and all $n \in \mathbb{N}$. This implies $a_{n, m}=0$ and $f \equiv 0$. Hence $u \equiv 0$ since the Dirichlet problem has no eigenvalues. We have the representation

$$
h_{n}^{(1)}(x)=(-1)^{n+1} \frac{e^{\mathbf{i} x}}{x} R_{n}\left(\frac{\mathbf{i}}{2 x}\right)
$$

with

$$
R_{n}(z):=\sum_{m=0}^{n} \frac{(n+m)!}{(n-m)!} \frac{z^{m}}{m!}=\sum_{m=0}^{n} c_{m} z^{m}
$$

It is well known that the zeros of $H_{n+1 / 2}^{(1)}(z)$ are located in the domain $\operatorname{Im} z<0$, so $R_{n}(z) \neq 0$ for $\operatorname{Re} z \geq 0$. Taking the derivative with respect to $r$, we obtain

$$
C(n ; \mu, \gamma)=(1-\gamma) \mathbf{i} \mu-\sum_{m=0}^{n} \frac{(m+1)(n+m)!}{m!(n-n)!}\left(\frac{\mathbf{i}}{2 \mu}\right)^{m}\left(R_{n}\left(\frac{\mathbf{i}}{2 \mu}\right)\right)^{-1}
$$

Setting $w=\frac{\mathbf{i}}{2 \mu}$, we will study for $\operatorname{Re} w>0$ the equation

$$
\begin{array}{r}
-C\left(n ; \frac{\mathbf{i}}{2 w}, \gamma\right)=\frac{1-\gamma}{2 w}+\sum_{m=0}^{n}(m+1) c_{m} w^{m}\left(R_{n}(w)\right)^{-1} \\
=\frac{(1-\gamma) R_{n}(w)+\sum_{m=0}^{n} 2(m+1) c_{m}(\gamma) w^{m+1}}{2 w R_{n}(w)}=\frac{\sum_{m=0}^{n+1} b_{m}(\gamma) w^{m}}{2 w R_{n}(w)}=0 . \tag{A.2}
\end{array}
$$

The coefficients $b_{m}(\gamma)$ have the form

$$
\begin{gathered}
b_{m}(\gamma)=(1-\gamma) c_{m}+2 m c_{m-1}, m=1, \ldots, n \\
b_{n+1}(\gamma)=2(n+1) c_{n}=2(n+1) \frac{(2 n)!}{n!}, b_{0}(\gamma)=1-\gamma
\end{gathered}
$$

We fix $0<\gamma<1$ and for $0 \leq \varepsilon \leq 1$ consider the polynomial

$$
B_{n}(w ; \varepsilon):=\sum_{k=0}^{n+1} b_{k}(\varepsilon \gamma) w^{k}
$$

Let $w_{j}(n ; \varepsilon)=1, \ldots, n+1$ be the roots of the equation $B_{n}(w ; \varepsilon)=0$ with respect to $w$. By using the result of Fujiwara (see [10]), we obtain an upper bound for $\left|w_{j}(n ; \varepsilon)\right|, j=0, \ldots, n+1$ given by

$$
2 \max \left\{\left|\frac{b_{n}(\varepsilon \gamma)}{b_{n+1}}\right|,\left|\frac{b_{n-1}(\varepsilon \gamma)}{b_{n+1}}\right|^{1 / 2}, \ldots,\left|\frac{b_{1}(\varepsilon \gamma)}{b_{n+1}}\right|^{1 / n},\left|\frac{b_{0}(\varepsilon \gamma)}{2 b_{n+1}}\right|^{1 /(n+1)}\right\}=M_{n}(\varepsilon)
$$

Since $b_{n+1}$ is independent of $\gamma$ and $\varepsilon$ and $0<b_{k}(\varepsilon \gamma) \leq b_{k}(0), 0 \leq \varepsilon \leq 1, k=$ $0, \ldots, n$, we deduce

$$
M_{n}(\varepsilon) \leq M_{n}(0), 0 \leq \varepsilon \leq 1
$$

To estimate $M_{n}(0)$, observe that the sequence $b_{n+1}(\varepsilon \gamma)>b_{n}(\varepsilon \gamma)>\ldots>b_{1}(\varepsilon \gamma)>$ $1-\varepsilon \gamma$ is decreasing. Indeed,

$$
c_{k}-c_{k-1}=\frac{(n+k-1)!}{(k-1)!(n-k)!}\left[\frac{n+k}{k}-\frac{1}{n-k+1}\right]=\frac{(n+k-1)!}{k!(n-k+1)!}\left(n^{2}-k^{2}+n\right)
$$

Thus the maximal term in the above upper bound becomes

$$
\frac{2 b_{n}(\varepsilon \gamma)}{b_{n+1}}=\frac{(1-\varepsilon \gamma) c_{n}+2 n c_{n-1}}{(n+1) c_{n}}=\frac{1-\varepsilon \gamma}{n+1}+\frac{n}{n+1}=1-\frac{\varepsilon \gamma}{n+1} \leq 1
$$

and we take $M_{n}(0)=1$.

Consider the contour $\omega=\alpha \cup \beta \subset\{w \in \mathbb{C}: \operatorname{Re} w \geq 0\}$, where

$$
\alpha=\{w \in \mathbb{C}:|w|=2, \operatorname{Re} w \geq 0\}, \beta=\{w=\mathbf{i} y \in \mathbb{C}:|y| \leq 2\}
$$

By using the factorisation of $B_{n}(w ; \varepsilon)$, we give

$$
\begin{equation*}
\left|B_{n}(w ; \varepsilon)\right| \geq b_{n+1}, \forall w \in \alpha, 0 \leq \varepsilon \leq 1 \tag{A.3}
\end{equation*}
$$

On the other hand, $B_{n}(w ; \varepsilon) \neq 0$ for $w \in \beta, 0 \leq \varepsilon \leq 1$. Indeed, $B_{n}(0 ; \varepsilon)=1-\varepsilon \gamma \neq 0$ and for $w=\mathbf{i} y, y \neq 0$ one has $C\left(n ; \frac{1}{2 y}, \varepsilon \gamma\right) \neq 0$. In fact, $\mathbb{R} \ni \frac{1}{2 y}=-\mathbf{i} \lambda$ yields $\lambda \in \mathbf{i} \backslash\{0\}$ and in Section 2 it was shown that there are no eigenvalues and incoming resonances on $\mathbf{i} \mathbb{R} \backslash\{0\}$. If $C\left(n ;-\mathbf{i} \lambda_{0}, \varepsilon \gamma\right)=0$ for some $\lambda_{0} \in \mathbb{R}$ and some $n$, taking $a_{n, m} \neq 0$ and $a_{k, m}=0, k \neq n$, we obtain a function $f \neq 0$ such that $\mathcal{C}\left(-\mathbf{i} \lambda_{0}\right) f=0$ which is impossible. We claim that there exists $\delta_{0}(n)>0$ such that

$$
\begin{equation*}
\left|B_{n}(w ; \varepsilon)\right| \geq \delta_{0}(n), \forall w \in \beta, 0 \leq \varepsilon \leq 1 \tag{A.4}
\end{equation*}
$$

Assume (A.4) not true. Then there exists a sequence $\left\{\mathbf{i} y_{m}, \varepsilon_{m}\right\} \in \beta \times[0,1]$ such that

$$
\left|B_{n}\left(\mathbf{i} y_{m} ; \varepsilon_{m}\right)\right| \leq \frac{1}{m}, \forall m \in \mathbb{N}
$$

Choosing convergent subsequence $\left\{y_{m_{k}}, \varepsilon_{m_{k}}\right\}$ and passing to limit $\left(y_{m_{k}}, \varepsilon_{m_{k}}\right) \rightarrow$ $\left(y_{0}, \varepsilon_{0}\right) \in \beta \times[0,1]$, we obtain a contradiction with $B_{n}\left(\mathbf{i} y_{0}, \varepsilon_{0}\right) \neq 0$. This proves the claim.

Now consider the integral

$$
q_{n}(\varepsilon)=\frac{1}{2 \pi \mathbf{i}} \int_{\omega} \frac{B_{n}^{\prime}(w ; \varepsilon)}{B_{n}(w ; \varepsilon)} d w, 0 \leq \varepsilon \leq 1
$$

Here $q_{n}(\varepsilon) \in \mathbb{N}$ is equal to the number of the roots of $B_{n}(w ; \varepsilon)=0$ counted with their multiplicities lying in the interior of the domain bounded by $\omega$. We will prove that $q_{n}(\varepsilon)$ depends continuously of $\varepsilon \in[0,1]$, hence $q_{n}(\varepsilon)$ is constant. Let $\varepsilon_{1}, \varepsilon_{2} \in[0,1]$. Write

$$
\begin{gathered}
\frac{B_{n}^{\prime}\left(w ; \varepsilon_{1}\right)}{B_{n}\left(w ; \varepsilon_{1}\right)}-\frac{B_{n}^{\prime}\left(w ; \varepsilon_{2}\right)}{B_{n}\left(w ; \varepsilon_{2}\right)} \\
=B_{n}\left(w ; \varepsilon_{1}\right)^{-1} B_{n}\left(w ; \varepsilon_{2}\right)^{-1}\left(\left[B_{n}^{\prime}\left(w ; \varepsilon_{1}\right)-B_{n}^{\prime}\left(w ; \varepsilon_{2}\right)\right] B_{n}\left(w ; \varepsilon_{2}\right)\right. \\
\left.+B_{n}^{\prime}\left(w ; \varepsilon_{2}\right)\left[B_{n}\left(w ; \varepsilon_{2}\right)-B_{n}\left(w ; \varepsilon_{1}\right)\right]\right)
\end{gathered}
$$

On the other hand,

$$
B_{n}\left(w ; \varepsilon_{1}\right)-B_{n}\left(w ; \varepsilon_{2}\right)=\left(\varepsilon_{2}-\varepsilon_{1}\right) \gamma \sum_{m=0}^{n} c_{m} w^{m}
$$

and a similar equality holds for $B_{n}^{\prime}\left(w ; \varepsilon_{1}\right)-B_{n}^{\prime}\left(w ; \varepsilon_{2}\right)$. Taking into account (A.3) and (A.4), we have an upper bound

$$
\begin{equation*}
\left|B_{n}^{-1}(w, \varepsilon)\right| \leq \max \left\{\frac{1}{b_{n+1}}, \frac{1}{\delta_{0}(n)}\right\}, \forall w \in \omega, 0 \leq \varepsilon \leq 1 \tag{A.5}
\end{equation*}
$$

and we conclude that $q_{n}(\varepsilon)$ is continuous. This implies $q_{n}(\varepsilon)=q_{n}(0)=0$ since for Neumann problem $(\gamma=0)$ we have no roots of the equation $B_{n}(w ; 0)=0$ with $\operatorname{Re} w>0$.

Remark A.5. A shorter proof of Proposition A. 4 may be given by using the continuity of the roots $w_{j}(n ; \varepsilon)$ with respect to $\varepsilon$. If we have a root $w_{j}(n ; \varepsilon)$ with $\operatorname{Re} w_{j}(n ; \varepsilon)>0$ for some $0<\varepsilon<1$, then for $\varepsilon \searrow 0$ we obtain $\operatorname{Re} w_{j}(n ; 0) \geq$ $0, w_{j}(n ; 0) \neq 0$ since the roots $w_{j}(n ; \varepsilon)$ cannot cross the imaginary axis. This leads to a contradiction with the fact that $B_{n}(w ; 0) \neq 0$ in $\{\operatorname{Re} w \geq 0\}$. The above proof is based on complex analysis and the same approach could be useful for the general case of strictly convex obstacles.

We may apply another perturbation argument. Consider the polynomial

$$
F_{n}(w ; \eta)=\sum_{m=0}^{n+1} b_{m}(1+\eta) w^{m}
$$

for $|\eta| \ll 1$. Let $w_{j}(\eta)$ be the roots of $F_{n}(w ; \eta)=0$ with respect to $w$. Clearly, for $|\eta|$ small enough we have a simple root $w(\eta)$ such that $w(0)=0$ and $\frac{\partial F_{n}}{\partial w}(0 ; 0)=2$. The other roots of $F_{n}(w ; 0)=0$ are different from 0 and they have strictly negative real part (see Appendix in [11]). The root $w(\eta)$ must be real, otherwise we will have two perturbed roots for $\eta$ close to 0 . Taking the derivative with respect to $\eta$, we obtain

$$
\frac{\partial F_{n}}{\partial w}(w(\eta) ; \eta) w^{\prime}(\eta)+\frac{\partial F_{n}}{\partial \eta}(w(\eta) ; \eta)=0
$$

and for $\eta=0$ we deduce $w^{\prime}(0)=1 / 2$. This implies $\pm w(\eta)>0$ for $\pm \eta>0$ and small $|\eta|\left(w(\eta)<0\right.$ for $\eta<0$ follows also from the fact that $B_{n}(w ; \gamma)=0$ with $0<\gamma<1$ has no positive real roots). For $\gamma=1+\eta>1$ the root $w(\eta)$ yields an eigenvalue $\lambda=-\frac{1}{2 w(\eta)}<0$, while for $\gamma=1-\eta<1$ we have an incoming resonance $\lambda=-\frac{1}{2 w(-\eta)}>0$. The other roots $w_{j}(\eta)$ with $\operatorname{Re} w_{j}(0)<0$ remain in the half plane $\{\operatorname{Re} z<0\}$ for small $|\eta|$.
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